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SERIES EDITOR’S INTRODUCTION
Almost 50 years ago Thomas Schelling published the first agent-
based model (ABM) in the social sciences. It showed how relatively
modest residential preferences on the part of individual households
could result in marked patterns of neighborhood residential
segregation. Since then, and especially recently, applications have
blossomed in many fields ranging from opinion dynamics to supply
chain management, from language evolution to disease epidemiology,
from consumer behavior to urban planning. The second edition of
Introduction to Agent-Based Models targets this broad audience. The
author, Nigel Gilbert, is one of the founders of computational social
science and an authority on agent-based models.

As Professor Gilbert defines it, agent-based modeling is “a
computational method that enables a researcher to create, analyze,
and experiment with models composed of agents that interact within
the environment.” ABMs range from highly abstract simplified models
to facsimile models that attempt to replicate real observations. They
explicitly link micro and macro levels of analysis, as illustrated by
Schelling’s model of households and neighborhoods. Because agent-
based models incorporate dynamic interdependencies among the
individual agents, the consequences for macrolevel change in these
models are emergent, frequently nonlinear, and sometimes surprising,
as was the case with Schelling’s model.

Like the first edition, the second edition of Introduction to Agent-Based
Models is for beginners. It is suitable as a supplement for
undergraduate as well as graduate courses in formal models,
simulation, and computational social science; it is also a quick first
introduction for any interested social science practitioner. The author
carefully defines concepts, outlines the steps involved in planning,
building, and reporting ABMs, and includes a helpful glossary.
Readers are shown how to use the NetLogo modeling environment,
freely available to students, teachers, and researchers worldwide, to



build and run a simple ABM. NetLogo helps readers get their feet wet,
even those with little background in coding. The second edition of
Introduction to Agent-Based Models retains the strengths of the first
but updates the material, expands the coverage of verification,
validation, and documentation, and addresses some new topics such
as the use of ABMs to inform public policy. As was true for the first
edition, the goal is to make readers better consumers of published
ABMs and to provide the foundation for them ultimately to be creators
of these models.

Agent-based modeling is a fast-moving area, especially in breadth of
application. In addition, ABMs are increasingly a focus of
interdisciplinary collaboration, between social/behavioral scientists
from different disciplines (e.g., sociology and geography), between
social/behavioral science and natural science (e.g., environmental
science), and between social/behavioral science and computer
science. Depending on purpose, the rules central to agent-based
models can be derived from theory, past empirical research, and/or
conversations with local experts. Indeed, ABMs are increasingly used
in community-based participatory research. Given these trends, the
need for a generally accessible primer is even greater now than when
the first edition was published in 2007. This second edition fully
satisfies that need.

Barbara Entwisle

Series Editor



PREFACE
Agent-based modeling is a form of computational simulation. Although
simulation as a research technique has had a very important part to
play in the natural sciences for decades in disciplines from astronomy
to biochemistry, it was relatively neglected in the social sciences. This
may have been because a computational approach that respected the
particular needs of the social sciences was lacking. However, in the
early 1990s the value of agent-based modeling began to be realized,
and, since then, the number of studies that have used agent-based
modeling has grown rapidly (Hauke, Lorscheid, & Meyer, 2017).

Agent-based modeling is particularly suited to topics where
understanding processes and their consequences is important. In
essence, one creates a computer program in which the actors are
represented by segments of program code, and then runs the
program, observing what it does over the course of simulated time.
There is a direct correspondence between the actors being modeled
and the agents in the program, which makes the method intuitively
appealing, especially to those brought up in a generation used to
computer games. Nevertheless, agent-based modeling stands beside
mathematical and statistical modeling in terms of its rigor. Like
equation-based modeling, but unlike prose, agent-based models must
be complete, consistent, and unambiguous if they are to be capable of
being executed on a computer. On the other hand, unlike most
mathematical models, agent-based models can include agents that
are heterogeneous in their features and abilities, can model situations
that are far from equilibrium, and can deal directly with the
consequences of interaction between agents.

Because it is a new approach, there are few courses yet available to
teach the skills of agent-based modeling, although the number is
increasing, and there are few texts directed specifically at the
interested social scientist. This short book introduces the subject,
emphasizing the decisions that a social scientist needs to make when



selecting agent-based modeling as an appropriate method, and
offering some tips on how to proceed. It is aimed at practicing social
scientists and graduate students. It has been used as the
recommended reading on agent-based modeling for a graduate-level
module or doctoral program in computational social science, and it is
also suitable as background reading in postgraduate courses on
advanced social research methods. It would be a good preparation for
any of the textbooks that provide a more in-depth guide to agent-
based modeling (e.g., Hamill & Gilbert, 2015; Heppenstall, Crooks,
See, & Batty, 2012; O’Sullivan & Perry, 2013; Railsback & Grimm,
2012; Squazzoni, 2012; Wilensky & Rand, 2015).

A knowledge of and experience with computer programming in any
language would be helpful but is not essential to understand the book.

The book concludes with a list of printed and Web resources, a
glossary, and a reference section. (The glossary terms will appear in
bold at first use in the text.) Because the field is growing so rapidly, it
has been possible to mention only a few examples of current research
and some textbooks that provide more detail on some topics. There is
much more that could have been cited if there had been space. In
particular, the book mentions only briefly two closely linked areas:
network models and game theory models, both of which are covered
in much more detail in other SAGE volumes such as Knoke and Yang
(2008) and Fink, Gates, and Humes (1998).

A website to accompany the book at
study.sagepub.com/researchmethods/qass/gilbert-agent-based-
models-2e includes an annotated exemplar model using NetLogo.

https://study.sagepub.com/researchmethods/qass/gilbert-agent-based-models-2e
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CHAPTER 1 THE IDEA OF AGENT-
BASED MODELING
This short book explains what agent-based modeling is. It warns of
some dangers and describes typical ways of doing agent-based
modeling. And it offers a range of examples from many of the social
sciences.

This first chapter begins with a brief overview of agent-based
modeling before contrasting it with other, perhaps more familiar forms
of modeling and describing several examples of current agent-based
modeling research. Chapter 2 goes into more detail, considering a
range of methodological and theoretical issues and explaining what an
agent is. Chapter 3 dives into the specifics, showing with a simple
example how one can design an agent-based model. Chapter 4
provides some practical advice about developing, verifying, and
validating agent-based models. Finally, Chapter 5 discusses planning
an agent-based modeling project, publishing the results, and applying
agent-based modeling to help formulate and evaluate social and
economic policies. The book concludes with a list of resources useful
to agent-based modelers on the Web and in print.

Agent-based simulation has become increasingly popular as a
modeling approach in the social sciences because it enables one to
build models where individual entities and their interactions are
directly represented. In comparison with variable-based approaches
using structural equations, or system-based approaches using
differential equations, agent-based simulation offers the possibility of
modeling individual heterogeneity, representing explicitly agents’
decision rules, and situating agents in a geographical or another type
of space. It allows modelers to represent in a natural way multiple
scales of analysis, the emergence of structures at the macro or
societal level from individual action, and various kinds of adaptation
and learning, none of which is easy to do with other modeling
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approaches.
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1.1 Agent-Based Modeling
Formally, agent-based modeling is (1) a computational method that
enables a researcher to create, analyze, and (2) experiment with (3)
models composed of (4) agents that interact within (5) the
environment. Let us consider each of the five terms in this definition.

1.1.1 A Computational Method

First, agent-based modeling is a form of computational social science.
That is, it involves building models that are computer programs. The
idea of modeling is familiar in most of the social sciences: One creates
a simplified representation of social reality that serves to express as
clearly as possible the way in which one believes that reality operates.
For example, if one has a dependent variable and one or more
independent variables, a regression equation serves as a model of the
relationship between the variables. A network of nodes and edges can
model a set of friendships. Even an ordinary language description of a
relationship, such as that between the strength of protection of
intellectual property rights and the degree of innovation in a country,
can be considered a model, albeit a simple and rather unformalized
one.

Computational models are formulated as computer programs in which
there are some inputs (somewhat like independent variables) and
some outputs (like dependent variables). The program itself
represents the processes that are thought to exist in the social world
(Macy & Willer, 2002). For example, we might have a theory about
how friends influence the purchasing choices that consumers make.
As we will see, we can create a program in which there are individuals
(or agents) that buy according to their preferences. The outcome is
interesting because what one agent buys will influence the purchasing
of a friend, and what the friend buys will influence the first agent. This
kind of mutual reinforcement is relatively easy to model using agent-
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based modeling.

One of the advantages of computational modeling is that it forces one
to be precise: Unlike theories and models expressed in natural
language, a computer program must be completely and exactly
specified if it is to run. Another advantage is that it is often relatively
easy to model theories about processes, because programs are all
about making things within the computer change. If the idea of
constructing computational models reminds you of computer games,
especially the kind where the player has a virtual world to build, such
as The Sims (https://www.ea.com/games/the-sims/), that is no
accident. Such games can be very close to computational modeling,
although to make them fun, designers often give them fancier graphics
and less social theory than they do agent-based models.

1.1.2 Experiments

Whereas in physics and chemistry and some parts of biology,
experimentation is the standard method of doing science, in most of
the social sciences conducting experiments is still rare. An experiment
consists of applying some treatment to an isolated system and
observing what happens. The treated system is compared with
another otherwise equivalent system that receives no treatment (the
control). The great advantage of experiments is that they allow one to
be sure that it is the treatment that is causing the observed effects,
because it is only the treatment that differs between the treated and
the control systems and the systems are isolated from other potential
causes of change. However, with social systems isolation is generally
impossible, and treating one system while not treating the control is
often ethically undesirable. Therefore, it is not surprising that most
social scientists do not often use experiments, despite the potential
clarity of their results.

A major advantage of agent-based modeling is that the difficulties in
ensuring isolation of the human system and the ethical problems of
experimentation are not present when one does experiments on

https://www.ea.com/games/the-sims/
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virtual or computational systems. An experiment can be set up and
repeated many times, using a range of parameters or allowing some
factors to vary randomly. Of course, carrying out experiments with a
computational model of some social phenomenon will yield interesting
results only if the model behaves in the same way as the human
system or, in other words, if the model is a good one, and one may not
know whether that is the case. So, experimentation on models is not a
panacea.

The idea of experimenting on models rather on the real system is not
novel. For example, when architects put a model tower block in a wind
tunnel to investigate its behavior in high winds, they are experimenting
on the model for just the same reasons as social scientists might want
to experiment on their models: the cost of experimenting on a real
tower block is too high. Another reason for experimenting with models
is that this may be the only way to obtain results. Deriving the
behavior of a model analytically is usually best because it provides
information about how the model will behave given a range of inputs,
but often an analytical solution is not possible. In these cases, it is
necessary to experiment with different inputs to see how the model
behaves. The model is used to simulate the real world as it might be
in a variety of circumstances.

1.1.3 Models

Computational social science is based on the idea of constructing
models and then using them to understand the social world (Gilbert,
2010). Models have a long history in the social sciences—much
longer than the history of using computers—but came to the fore when
statistical methods began to be used to analyze large amounts of
quantitative data in economics and demography. A model is intended
to represent or simulate some real, existing phenomenon, and this is
called the target of the model. The two main advantages of a model
are that it succinctly expresses the relationships between features of
the target, and that it allows one to discover things about the target by
investigating the model (Epstein, 2008).

user
Highlight



One of the earliest well-known social science models is the Phillips
(1950) hydraulic model of the economy in which water flowing through
interconnected glass pipes and vessels is used to represent the
circulation of money. One version of this model can still be admired at
the Science Museum, London
(http://en.wikipedia.org/wiki/MONIAC_Computer). The effect of
changing parameters such as the interest rate can be investigated by
changing the rate of flow of water through the pipes.

Models come in several varieties, and it is worth listing some of these
to clarify the differences among them:

Scale models are smaller versions of the target. Together
with the reduction in size is a systematic reduction in the
level of detail or complexity of the model. So, for example, a
scale model of an airplane will be the same shape as its
target, but probably would not show the electronic control
systems or possibly even the engines of the real plane.
Similarly, a scale model of a city will be much smaller than
the real city and may model only two dimensions (the
distances between buildings but not the heights of buildings,
for instance). When drawing conclusions about the target by
studying the model, one needs to remember that the results
from the model will need to be scaled back up to the target’s
dimensions, and that it is possible that some of the features
not modeled may affect the validity of the conclusions.

An ideal-type model is one in which some characteristics of
the target are exaggerated to simplify the model. For
example, an idealized model of a stock market may assume
that information flows from one trader to another
instantaneously, and an idealized model of traffic may
assume that drivers never get lost. The idealization has the
effect of removing one or more complicating factors from the
model; if these have negligible effects on how the model
works, the model will remain useful for drawing conclusions
about the target.

http://en.wikipedia.org/wiki/MONIAC_Computer


Analogical models are based on drawing an analogy
between some better-understood phenomenon and the
target. The most famous example is the billiard ball model of
atoms, but there are also social science examples such as
the computer model of the mind (Boden, 1988; Piccinini &
Bahar, 2013) and the garbage can model of organizations
(March, Cohen, & Olsen, 1972). Such models are useful
because well-established results from the analogy can be
carried over and applied to the target, but of course the
validity of these depends on the adequacy of the analogy.

These are not mutually exclusive categories. It is possible, and indeed
common, for a model to be a scale model and an analogy (the
hydraulic model of the economy mentioned above is such a
combination, for instance).

Some models fall into a fourth category that is somewhat different, but
also commonly encountered in the social sciences; these are often
called mathematical or equation-based models. Examples are the
structural equation models of quantitative sociology and the
macroeconomic models of neoclassical economics. These models
specify relationships between variables, but unlike models in the other
three categories, they do not imply any kind of analogy or
resemblance between the model and the target. Usually, the success
of a mathematical model is indicated by the degree to which some
data fit the equation, but the form of the equation itself is of little
interest or consequence. For example, the Cobb-Douglas production
function is a mathematical model of how manufactured outputs are
related to inputs (Cobb & Douglas, 1928):

Y= ALαKβ

where Y = output; L = labor input; K = capital input; and A, α, and β
are constants determined by technology. The form of this equation



was derived from statistical evidence, not by theorizing about the
behavior of firms. Although mathematical models have been very
successful in some parts of the social sciences in clarifying the
relationships between variables, they are often not very useful in
helping to understand why one variable is related to another; in other
words, these models are not very helpful in expressing ideas about
process and mechanism.

1.1.4 Agents

Agent-based models consist of agents that interact within an
environment. Agents are either separate computer programs or, more
commonly, distinct parts of a program that are used to represent
social actors—individual people, organizations such as firms, or
bodies such as nation-states. They are programmed to react to the
computational environment in which they are located, where this
environment is a model of the real environment in which the social
actors operate.

As will be seen later, a crucial feature of agent-based models is that
the agents can interact; that is, they can pass informational messages
to each other and act on the basis of what they learn from these
messages. The messages may represent spoken dialogue between
people or more indirect means of information flow, such as the
observation of another agent or the detection of the effects of another
agent’s actions. The possibility of modeling such agent-to-agent
interactions is the main way in which agent-based modeling differs
from other types of computational models.

1.1.5 The Environment

The environment is the virtual world in which the agents act. It may be
an entirely neutral medium with little or no effect on the agents, or it
may be as carefully crafted as the agents themselves. Commonly,
environments represent geographical spaces, such as in models



concerning residential segregation, where the environment simulates
some of the physical features of a city (e.g., Portugali, Benenson, &
Omer, 2010), and in ecological models of the location of species (e.g.,
Watkins, Noble, Foster, Harmsen, & Doncaster, 2015). Models in
which the environment represents a geographical space are called
spatially explicit. In other models the environment could be a space,
but one that represents not geography but some other feature. For
example, firms in high technology areas can be modeled in knowledge
space (Gilbert, Ahrweiler, & Pyka, 2014). In these spatial models the
agents have coordinates to indicate their location. Another option is to
have no spatial representation at all but to link agents together into a
network in which the only indication of an agent’s relationship to other
agents is the list of the agents to which it is connected by network
links. For example, Walbert, Caton, and Norgaard (2018) model the
development of defense agreements and wars between countries.
The agreements are represented by links forming a global network of
countries.

To make these definitions somewhat more concrete, in the next
section we introduce some examples of agent-based models in terms
of these concepts.



1.2 Some Examples
Agent-based models are of value in most branches of social science.
The models that are briefly described in the rest of this section have
been chosen to illustrate the diversity of the problem areas where they
have been used productively.

1.2.1 Urban Models

In 1971 Thomas Schelling (1971, 1978; see also Hegselmann, 2017;
Sakoda, 1971) proposed a model to explain observed racial
segregation in American cities. The model is a very abstract one as
originally conceived, but it has been influential in work on
understanding the persistence of segregation not only in the United
States but also in urban centers in other countries. The model is
based on a regular square grid of cells representing an urban area on
which agents, representing households, are placed at random. The
agents are of two kinds (we will call them reds and greens). Each cell
can hold only one household agent at a time, and many cells are
empty. At each time step, each household surveys its immediate
neighbors (the eight cells surrounding it) and counts the fraction of
households that are of the other color. If the fraction is greater than
some constant threshold tolerance value (e.g., there are more than a
fixed proportion of reds surrounding a green, or greens surrounding a
red), that household considers itself to be unhappy and decides to
relocate. It does so by moving to some vacant cell on the grid.

At the next time step, the newly positioned household may tip the
balance of tolerance of its neighbors, causing some of them to
become unhappy, which can result in a cascade of relocations. For
levels of the tolerance threshold at or above about 0.3, an initially
random distribution of households segregates into patches of red and
green, with households of each color clustering together (Figure 1.1).
The clustering occurs even when households tolerate living adjacent
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to a majority of neighbors of the other color; Schelling interpreted this
as indicating that even quite low degrees of racial prejudice could yield
the strongly segregated patterns typical of U.S. cities in the 1970s.

Figure 1.1 The Schelling Model at the Start (Left) and
After Equilibrium Has Been Reached (Right), With a
Uniform Tolerance of 0.3

SOURCE: Wilensky, U. (1998). NetLogo Segregation model.
http://ccl.northwestern.edu/netlogo/models/Segregation. Center for
Connected Learning and Computer-Based Modeling, Northwestern
University, Evanston, IL.

The Schelling model has been influential for several reasons (Batty,
2013). First, the outcome—clusters of households of the same color—
is surprising and not easily predictable just from considering the
individual agents’ movement rule. Second, the model is very simple
and has only one parameter, the tolerance threshold. It is therefore
easy to understand. Third, the emergent clustering behavior is rather
robust. The same outcomes are obtained for a wide range of tolerance
values, for a variety of movement rules (e.g., the household agent
could select a new cell at random, or use a utility function to select the

http://ccl.northwestern.edu/netlogo/models/Segregation


most preferred cell, or take into account affordability if cells are priced,
and so on), and for different rules about which neighbors to consider
(e.g., those in the eight surrounding cells; in the four cells to the north,
east, south, and west; or in a larger ring two or more cells away)
(Gilbert, 2002). Fourth, the model immediately suggests how it could
be tested with empirical data (Benard & Willer, 2007; Benenson &
Hatna, 2009; Clark, 1991; Fossett & Waren, 2005; Hatna & Benenson,
2012; Laurie & Jaggi, 2003; Mahdavi Ardestani, O’Sullivan, & Davis,
2018; Pollicott & Weiss, 2001; Sander, Schreiber, & Doherty, 2000;
Zhang, 2004), although in practice it has proved quite difficult to obtain
reliable and extensive data on household location preferences to
calculate ratings of unhappiness. The advantages of the Schelling
model over others that had been previously proposed, which were
based on equations relating migration flows and the relative values of
residential properties (e.g., O’Kelly & Fotheringham, 1989), are that
the number of parameters to be estimated is lower and that it is simple
to simulate and analyze the model. Current work has focused on
making the model more concrete, replacing the abstract square grid
with actual urban geographies, and adding further factors, such as the
affordability of the locations to which households want to move.

The Schelling model is one example of a class of models that are
concerned with changing land use and mobility. There are many
examples of models that are concerned with investigating the
implications of changes to the landscape (Gotts, Matthews, Gilbert,
Polhill, & Roach, 2007), for policy analysis and planning, and for
understanding the spatial patterns of land use. Traffic simulation
agent-based models are also increasingly being used for planning
improvements to roads to improve roadside air quality or reduce
congestion (e.g., POLARIS [Argonne National Laboratory, 2018]).

1.2.2 Opinion Dynamics

Another interesting group of models with potentially important
implications is concerned with understanding the development of
political opinions, such as with explaining the spread of extremist



opinions within a population. We will review just one such study,
although there are several that explore the consequences of different
assumptions and opinion transmission mechanisms (e.g., Afshar &
Asadpour, 2010; Anderson & Ye, 2019; Deffuant, 2006; Deffuant,
Amblard, & Weisbuch, 2002; Flache et al., 2017; Krause &
Hegselmann, 2002; Kurahashi-Nakamura, Mäs, & Lorenz, 2016;
Lorenz, 2006; McKeown & Sheehy, 2006; Stauffer, Sousa, & Schulze,
2004; Stefanelli & Seidl, 2017). Deffuant and colleagues (2002) ask,

How can opinions, which are initially considered as extreme
and marginal, manage to become the norm in large parts of a
population? Several examples in world history show that
large communities can more or less suddenly switch globally
to one extreme opinion, because of the influence of an
initially small minority. Germany in the thirties is a particularly
dramatic example of such a process. In the last decades, an
initial minority of radical Islamists managed to convince large
populations in Middle East countries. But one can think of
less dramatic processes, like fashion for instance, where the
behavior of minority groups, once considered as extremist,
becomes the norm in a large part of the population (it is the
case of some gay way of dressing for instance). On the other
hand, one can also find many examples where a very strong
bipolarization of the population takes place, for instance the
Cold War period in Europe. In these cases, the whole
population becomes extremist (choosing one side or the
other). (Deffuant et al., 2002)

In Deffuant and colleagues’ (2002) model, agents have an opinion (a
real number between –1 and +1) and a degree of doubt about their
opinion, called uncertainty (a positive real number). An agent’s opinion
segment is defined as the band centered on the agent’s opinion,
spreading to the right and left by the agent’s value for uncertainty.
Agents meet at random; that is, one agent is chosen from the pool of
agents and this one interacts with another agent, also chosen



randomly from the remaining agents. When they meet, one agent may
influence the other if their opinion segments overlap. If the opinion
segments do not overlap, the agents are assumed to be so different in
their opinions that they have no chance of influencing each other. If an
agent does influence another, the opinion of one agent (agent j) is
affected by the opinion of another agent (agent i) by an amount
proportional to the difference between their opinions, multiplied by the
amount of overlap divided by agent i’s uncertainty, minus one. The
effect of this formula is that very uncertain agents influence other
agents less than those that are certain (for full details, see Deffuant et
al., 2002, Equations 1 to 6).

Every agent starts with an opinion taken from a uniform random
distribution and with a common level of uncertainty—with the
exception of a few extremists, those who have the most positive or
negative opinions. The latter are given a low level of uncertainty: the
extremists are assumed to be rather certain about their extreme
opinions. Under these conditions, extremism spreads, and eventually
the simulation reaches a steady state with all agents joining the
extremists at one or the other end of the opinion continuum.
Restarting the simulation without the politically certain extremists, the
population converges instead so that all agents share a middle view.
Thus, the model shows that a few extremists with opinions that are not
open to influence from other agents can have a dramatic effect on the
opinions of the majority. This work has some implications for the
development of terrorist movements, where a few extremists have
been able to recruit support from substantial proportions of the wider
population.

1.2.3 Consumer Behavior

Businesses are naturally keen to understand what influences their
customers to buy their products. Although the intrinsic qualities of the
product are usually important, so are the influence of friends and
families, advertising, fashion, and a range of other social factors. To
examine the often-complex interactions between these, some



researchers have started to use agent-based models in which the
agents represent consumers. Among the first to report such a model
were Jager (2017) and Janssen and Jager (1999), who explored the
processes leading to lock-in in consumer markets. Lock-in occurs
when one among several competing products achieves dominance so
that it is difficult for individual consumers to switch to rival products.
Commonly cited examples are VHS videotapes (dominating
Betamax), the QWERTY keyboard (dominating other arrangements of
the keys), social media platforms such as Facebook, and so on.
Janssen and Jager focus on the behavioral processes that lead to
lock-in, and therefore they give their agents, which they call
consumats, decision rules that are psychologically plausible and
carefully justified in terms of behavioral theories of, for example, social
comparison and imitation.

An example of using the consumat approach is work by Kangur,
Jager, Verbrugge, and Bockarjova (2017) on the diffusion of hybrid
and electric cars. Using detailed data collected from 1,795
respondents on their driving behavior, attitudes about how long
batteries took to charge, battery range, environmental concern, social
susceptibility, prior involvement with purchasing cars, and so on, a
population of consumat agents was constructed, one for each
respondent. Experiments with the model showed that effective policy
requires the implementation of a combination of monetary, structural,
and informational measures over a long period, and that the strongest
effect on emission reduction was obtained with a policy that supported
electric cars, but not hybrids.

Another example of modeling consumers is a study by Izquierdo and
Izquierdo (2007) in which the authors consider markets such as the
secondhand car market, where there is quality variability (different
quality for different items) and quality uncertainty (it is difficult to know
the quality of an item before buying it and using it). The study explores
how quality variability can damage a market and affect consumer
confidence. There are two agent roles: buyer and seller. Sellers sell
products by calculating the minimum price they will accept, and buyers
buy products by offering a price based on the expected quality of the



product. The expected quality is based on experience, either just of
the agent or accumulated from the agent’s peers over its social
network. There are a finite number of products in the system, buyers
and sellers perform one deal per round, and the market is cleared
every round as these deals are done. The social network is created by
connecting pairs of agents at random, with a parameter used to adjust
the number of connections, from completely connected to completely
unconnected.

The authors found that without a social network consumer confidence
fell to the point where the market was no longer viable, whereas with a
social network the aggregation of the agent’s own experience and the
more positive collective experience of others (which is not as volatile)
helped to maintain the market’s stability. This shows how social
information can aggregate group experience to a more accurate level
and so reduce the importance of a single individual’s bad experiences,
as exemplified in the customer reviews provided by Amazon, eBay,
and other online merchants.

1.2.4 Industrial Networks

Most economic theory ignores the significance of links between firms,
but there are many examples of industrial sectors where networks are
of obvious importance. A well-known instance is the industrial districts
of northern Italy, such as the textile production district, Prato. Industrial
districts are characterized by large numbers of small firms clustered
together in a small region, all manufacturing the same type of product,
with strong, but varying, links between them. The links may be those
between a supplier and a customer, a collaboration to share
techniques, a financial link, or just a friendship or familial relationship
(Albino, Giannoccaro, & Carbonara, 2003; Boero, Castellani, &
Squazzoni, 2004; Borrelli, Ponsiglione, Zollo, & Iandoli, 2005; Brenner,
2001; El-Tawil, Fang, Aguirre, & Best, 2017; Fioretti, 2001; Squazzoni
& Boero, 2002).

Another example is the innovation networks that are pervasive in



knowledge-intensive sectors such as biotechnology and information
technology. The firms in these sectors are not always geographically
clustered (although there tend to be concentrations in certain
locations), but they do have strong networking relationships with other,
similar firms, sharing knowledge, skills, and technology with them.

For example, Gilbert, Pyka, & Ahrweiler (2001) developed a model of
innovation networks in which agents have kenes that symbolize their
stock of knowledge and expertise. The kenes are used to develop new
products that are marketed to other firms in the model. However, a
product can be produced only if its components are available to be
purchased from other firms, and if some firm wants to buy it. Thus, at
one level the model is one of an industrial market with firms trading
between each other. In addition, firms can improve their kenes either
through internal research and development or through incorporating
knowledge obtained from other firms by collaborative arrangements.
The improved knowledge can be used to produce products that may
sell better or require fewer or more cheaply available components. At
this level, the model resembles a population that can learn through a
type of natural selection (see Section 2.5) in which firms that cannot
find a customer cease trading, whereas the fittest firms survive,
collaborate with other firms, and produce spin-offs that incorporate the
best aspects of their parents (Ahrweiler, Pyka, & Gilbert, 2011;
Ahrweiler, Schilperoord, Pyka, & Gilbert, 2014, 2015; Pyka, Ahrweiler,
& Gilbert, 2004; Watts & Gilbert, 2014b). For another example, see
Pajares, Hernández-Iglesias, & López-Paredes (2004).

1.2.5 Supply Chain Management

Manufacturers normally buy components from other organizations and
sell their products to distributors, who then sell to retailers. Eventually,
the product reaches the user, who may not realize the complex
interorganizational relationships that have had to be coordinated to
deliver the product. Maximizing the efficiency of the supply chain
linking businesses is increasingly important and increasingly difficult
as products involve more parts, drawn more widely from around the



world, and as managers attempt to reduce inventory and increase the
availability of goods. Modeling supply chains is a good way of studying
order fulfillment processes and investigating the effectiveness of
management policies, and agent-based models are increasingly being
used for this purpose.

An agent-based model fits well with the task of simulating supply
chains because the businesses involved can be modeled as agents,
each with its own inventory rules. It is also easy to model the flow of
products down the chain and the flow of information, such as order
volumes and lead times, from one organization to another. This was
the approach taken by Strader, Lin, and Shaw (1998), who described
a model they built to study the impact of information sharing in
divergent assembly supply chains. Divergent assembly supply chains
are typical of the electronics and computer industries and are those in
which a small number of suppliers provide materials and
subcomponents (e.g., electronic devices) that are used to assemble a
range of generic products (e.g., hard disk drives) that are then used to
build customized products at distribution sites (e.g., personal
computers). Strader and colleagues compared three order fulfillment
policies: make-to-order, when production is triggered by customer
orders; assembly-to-order, when components are built and held in
stock and only the final assembly is triggered by an order; and make-
to-stock, when production is driven by the stock level falling below a
threshold. They also experimented with different amounts of
information sharing between organizations and found that in the
divergent assembly supply chains that they modeled, an assembly-to-
order strategy, coupled with the sharing of both supply and demand
information among organizations along the supply chain, was the most
efficient. They also pointed out that their results reinforce the general
point that information can substitute for inventory. If one has good
information, uncertainty about demand can be reduced, and as a
result the required inventory level to satisfy orders can also be
reduced.

1.2.6 Electricity Markets



In many developed countries, in recent years, the electricity supply
has been privatized. It is now common for there to be two or three
electricity utilities that sell power to several distributors that in turn sell
the electricity to commercial and domestic users. The change from a
monopoly state-owned or state-regulated supplier to one in which
there are several supply firms bidding into a market has inspired a
range of agent-based models that aim to anticipate the effect of
market regulations; changes to the number and type of suppliers and
purchasers; and policy changes intended, for example, to reduce the
chance of blackouts or to decrease the environmental impact of
generation (Bagnall & Smith, 2005; Batten & Grozev, 2006; Bunn &
Oliveira, 2001; Guerci, Rastegar, & Cincotti, 2010; Koesrindartoto,
Sun, & Tesfatsion, 2005; Ringler, Keles, & Fichtner, 2016).

In these models the agents are the supply companies that make offers
to the simulated market to provide a certain quantity of electricity at a
certain price for a period, such as a day or an hour. This is also how
the real electricity markets work: Companies make offers to supply
and the best offer is accepted (different markets have different rules
about what is meant by the best offer). Usually, the demand varies
continuously, so supply companies have a difficult job setting a price
for the electricity that maximizes their profit. A further complication is
that the cost of generation can be very nonlinear: Matching peak
demand may mean starting up a power station that is used for only a
few hours.

By running the simulation, one can study the conditions under which
the market price comes down to near the marginal cost of generation;
the effect of mergers that reduce the number of supply companies;
and the consequences of having different types of market design,
such as allowing futures trading. Most of the current models allow the
agents to learn trading strategies using a technique known as
reinforcement learning (RL) (see Section 2.1.3). A supply agent
starts by making a bid using a pricing strategy selected at random
from a set common to all the suppliers. If the bid is accepted and
profitable, the value of this strategy is reinforced and the probability of
using it again in similar circumstances is increased, or, if it is



unsuccessful, the chance of using it again is decreased (Sutton &
Barto, 2018).

1.2.7 Modeling Policy

Computer models are increasingly being used in the formulation and
evaluation of public policy by national, regional, and local
governments and by companies to examine strategic options. For
example, governments are regularly using models to assess the
distributional impact of tax reforms (Sutherland & Figari, 2013); to
guide policies aimed at decreasing air pollution (Ghazi, Khadir, &
Dugdale, 2014); to plan new roads and transport policies (Bazzan &
Klügl, 2014); to test vaccination strategies to guard against pandemics
(Waldrop, 2017); and to quantify risk from flooding (Dubbelboer,
Nikolic, Jenkins, & Hall, 2017). Some of these models are agent-
based models, and agent-based modeling is likely to become more
important in public policy making as it becomes better known among
policy analysts.

The development and implementation of public policy is often
described in terms of the ROAMEF cycle, which is a process of
deciding the Rationale for a proposed policy, setting its Objectives,
undertaking an Appraisal of options, implementing and Monitoring the
policy, Evaluating its efficacy, and using Feedback to improve the
policy. These stages are then repeated indefinitely. Although this
description is not only very idealized compared with the messy reality
of policy making, but has also been somewhat superseded by
alternative approaches (Cairney, Heikkila, & Wood, 2019), it is helpful
in indicating how and when modeling can be useful: at the rationale,
appraisal, and evaluation stages. When developing a rationale for a
policy, a model can be used to assess likely outcomes and to discover
potential unintended consequences. At the appraisal stage models
can be used to compare costs and benefits of alternative
implementations and evaluate the resilience of each option—that is,
how resistant the policy would be if the policy environment changes in
unexpected ways. To evaluate the impact of a policy, one needs to



know what would have happened if the policy had not been
implemented in order to compare this with the actual outcome with the
policy. This means that one must have a counterfactual.
Counterfactuals are sometimes observed by applying the policy only
in some areas (or to only some people) and leaving the others
unaffected. However, this is often difficult to do for practical or ethical
reasons. Instead, a model can be used to simulate the policy domain
without the policy, thus creating a virtual counterfactual to compare
with the effect of the implemented policy.

Models are also useful in a policy context as a means of
communication. Policy development typically involves many
stakeholders—groups with an interest in the policy domain. For
example, an agricultural policy might affect landowners, farmers, farm
employees, food wholesalers and food retailers, those using rural
areas for leisure or commercial activities, and so on, as well as
politicians, trade unions, and environmental groups. Each of these is
likely to have different expertise and different interests. Developing a
model in conjunction with representatives of these stakeholders might
help to clarify the differences of perspective and interest between
them and help to improve the model.

1.2.8 Participative and Companion Modeling

Agent-based models have been used with success in rural areas in
developing countries to help with the management of scarce natural
resources such as water for irrigation. This surprising use of agent-
based models is due to their fit with participative (or participatory)
research methods. As well as being used for research, agent-based
models have been used as a support for negotiation and decision
making and for training with, for example, farmers in Senegal
(D’Aquino, Bousquet, Le Page, & Bah, 2003), foresters and farmers in
the Massif Central in France (Étienne, 2003; Étienne, Cohen, & Le
Page, 2003), and the inhabitants of an atoll in Kiribati in the South
Pacific (Dray et al., 2006).



The approach, also called companion modeling (Barnaud, van
Paassen, Trébuil, Promburom, & Bousquet, 2010; Barreteau, 2003;
D’Aquino, Barreteau, & Le Page, 2003; Étienne, 2014; Ruankaew et
al., 2010) involves building an agent-based system in close
association with informants selected from the local people. As a
preliminary, the informants may be interviewed about their
understanding of the situation; they then engage in a role-playing
game. Eventually, when enough knowledge has been gained, a
computer model is created and used with the participants as a training
aid or as a negotiation support, allowing the answering of what-if
questions about possible decisions.

For example, Barreteau, Bousquet, and Attonaty (2001) describe the
use of participative modeling in order to understand why an irrigation
scheme in the Senegal River Valley had produced disappointing
results. They developed both a role-playing game and an agent-based
system called SHADOC to represent the interactions among the
various stakeholders involved in making decisions about the allocation
of water to arable plots in the irrigated area. In this instance, the
agent-based model was developed first and then its main elements
converted to a role-playing game (in which the players were the
equivalent of the agents in the agent-based model), partly to validate
the agent-based model, and partly because the role-playing game is
easier to use in a rural environment. The authors sum up the value of
this approach as “enhancing discussion among game participants”
and enabling “the problems encountered in the field and known by
each individual separately [to be] turned into common knowledge”
(Barreteau et al., 2001).



1.3 The Features of Agent-Based Modeling
These examples, chosen to illustrate the spectrum of agent-based
modeling now being undertaken, also provide examples of some
characteristic features of agent-based modeling (Windrum, Fagiolo, &
Moneta, 2007).

1.3.1 Ontological Correspondence

There can be a direct correspondence between the computational
agents in the model and real-world actors, which makes it easier to
design the model and interpret its outcome than would be the case
with, for example, an equation-based model. For instance, a model of
a commercial organization can include agents representing the
employees, the customers, the suppliers, and any other significant
actors. In each case the model might include an agent standing for the
whole class (e.g., employees), or it might have a separate agent for
each employee, depending on how important the differences between
employees are. The models of electricity markets described above
have agents for each of the main players in the market.

1.3.2 Heterogeneous Agents

Theories in economics and organization science make the simplifying
assumption that all actors are identical or similar in most important
respects. They deal, for example, with the typical firm, a
representative agent, or the economically rational decision maker.
Actors may differ in their preferences, but it is unusual to have agents
that follow different rules of behavior; when this is allowed there may
be only a small number of sets of such actors, each with its own
behavior. This is for the good reason that, unless agents are
homogeneous, analytical solutions are very difficult or impossible to
find. A computational model avoids this limitation: Each agent can



operate according to its own preferences or even according to its own
rules of action. An example is found in the models of supply chains, in
which each business can have its own strategy for controlling
inventory.

1.3.3 Representation of the Environment

It is possible to represent the environment in which actors are acting
directly in an agent-based model. This may include physical aspects
(e.g., physical barriers and geographical hurdles that agents must
overcome), the effects of other agents in the surrounding locality, and
the influence of factors such as crowding and resource depletion. For
example, Gimblett (2002) and colleagues have modeled the
movement of backpackers in the Sierra Nevada in California to
examine the effect of management policies in helping to maintain this
area of wilderness. The agents simulated trekking in a landscape
linked to a geographical information system that modeled the topology
of the area. The environment also plays an important role in the
models of industrial districts mentioned in the previous section.

1.3.4 Agent Interactions

An important benefit of agent-based modeling is that interactions
between agents can be simulated. At the simplest, these interactions
can consist of the transfer of data from one agent to another, typically
another agent located close by in the simulated environment. Where
appropriate, the interaction can be much more complicated, involving
the passing of messages composed in some language, with one agent
constructing an utterance and the other interpreting it (and not
necessarily deriving the same meaning from the utterance as the
speaker intended). The opinion dynamics models (Section 1.2.2) are a
good example of the importance of interactions in agent-based
models.



1.3.5 Bounded Rationality

Many models implicitly assume that the individuals whom they model
are rational—that is, that they act according to some reasonable set of
rules to optimize their utility or welfare. (The alternative is to model
agents as acting randomly or irrationally, in a way that will not optimize
their welfare. Both have a place in some models.) Some economists,
especially those using rational choice theory, have been accused of
assuming that individuals are hyperrational—that is, that people
engage in long chains of complex reasoning in order to select optimal
courses of action, or even that people are capable of following chains
of logic that extend indefinitely. Simon (1955), among others, criticized
this as unrealistic and proposed that people should be modeled as
boundedly rational—that is, as limited in their cognitive abilities and
thus in the degree to which they are able to optimize their utility
(Kahneman, 2003, 2011). Agent-based modeling makes it easy to
create boundedly rational agents. In fact, the challenge is usually not
to limit the rationality of agents but rather to extend their intelligence to
the point where they could make decisions of the same sophistication
as is commonplace among people. Nevertheless, it has been found in
several contexts, such as in modeling stock markets, that the
aggregate behavior of agents with very little rationality (or zero
intelligence) matches the observed behavior at the macro level
surprisingly well (Farmer, Patelli, & Zovko, 2005; Poggio, Lo, LeBaron,
& Chan, 2001).

1.3.6 Learning

Agent-based models can simulate learning at both the individual and
population levels. Learning can be modeling in any or all of three
ways: as individual learning in which agents learn from their own
experience; as population learning in which the set of agents learns
because some agents “die” and are replaced by better agents, leading
to improvements in the population average; and social learning, in
which some agents imitate or are taught by other agents, leading to
the sharing of experience gathered individually but distributed over the



whole population (Gilbert et al., 2006). The model of innovation
networks summarized above is an example of a model incorporating
learning: The individual innovating firms learn how to make better
products, and because poorly performing firms become bankrupt to be
replaced by better start-ups, the sector can learn to improve its
performance.



1.4 Other Related Modeling Approaches
The previous section has reviewed some areas where agent-based
models have been useful. However, agent-based models are not
appropriate for every modeling task. Before starting a new project, it is
worth considering the alternatives. This section introduces three styles
of modeling used in the social sciences that stand comparison with
agent-based modeling: microsimulation, system dynamics, and
discrete event simulation.

1.4.1 Microsimulation

Microsimulation starts with a large database describing a sample of
individuals, households, or organizations and then uses rules to
update the sample members as though time were advancing. For
example, the database might be derived from a representative
national survey of households and include data on variables such as
household members’ age, sex, education level, income, employment,
and pension arrangements. These data would relate to the specific
period when the survey was carried out. Microsimulation allows one to
ask what the sample would be like in the future. For example, one
might want to know how many in the sample would be retired in 5
years’ time and how this would affect the distribution of income. If we
have some rules about the likely changes in individual circumstances
during the year, these rules can be applied to every person in the
sample to find what might have changed by the end of the first year
after the survey. Then the same rules can be reapplied to yield the
state of the sample after 2 years, and so on. After this aging process
has been carried out, aggregate statistics can be calculated for the
sample as a whole (e.g., the mean and variance of the distribution of
income, which can be compared with the distribution at the time of the
survey) and inferences made about what changes are to be expected
in the population from which the sample was drawn (Li & O’Donoghue,
2013; O’Donoghue, 2014; Orcutt, Quinke, & Merz, 1986; Rutter,



Zaslavsky, & Feuer, 2011; Sutherland, Paulus, & Figari, 2014).

Microsimulation has been used to assess the distributional
implications of changes in social security, personal tax, and pensions.
For example, it can be helpful in evaluating the effects of changing the
income threshold below which state benefits become payable and,
more generally, on the effect of taxes on income inequality (Jara &
Tumino, 2013; Sutherland & Figari, 2013). Experimental prototypes
have also been developed in which there are several databases,
describing not only individuals but also firms, and in which the aging
process is affected not only by individual characteristics but also by
macroeconomic variables such as inflation and the growth in gross
domestic product (GDP).

An advantage of microsimulation models is that they start not from
some hypothetical or randomly created set of agents but from a real
sample, as described by a sample survey. Hence, it is relatively easy,
in comparison with agent-based models, to read back from the results
of the microsimulation to make predictions about the future state of a
real population. There are two main disadvantages. First, the aging
process requires very detailed transition matrices that specify the
probability that an agent currently in some state will change to some
other state in the following year. For example, one needs to know the
probability that someone currently employed will become unemployed
1 year later. Moreover, because this transition probability will almost
certainly differ between men and women, women with and without
children, young people and old people, and so on, one needs not a
single probability value but instead a matrix of conditional probabilities,
one for each combination of individual circumstances. Obtaining
reliable estimates of such transition matrices can be very difficult,
requiring estimation from very large amounts of data. Second, each
agent is aged individually and treated as though it is isolated in the
world. Microsimulation does not allow for any interaction between
agents and typically has no notion of space or geography. So, for
instance, it is difficult to take account of the finding that the chances of
getting a job if one is unemployed are lower if one lives in an area
where the unemployment rate is high.



1.4.2 System Dynamics

In the system dynamics approach to modeling one creates a model
that expresses the temporal cause-and-effect relationships between
variables, but does not represent agents directly. One of the earliest
and best-known examples is Forrester’s model of the world, which
was used to make predictions about future population levels, growing
pollution, and rates of consumption of natural resources (Forester,
1971). System dynamics, as its name implies, models systems of
interacting variables and is able to handle direct causal links, such as
a growth in population leading to increased depletion of resources;
and feedback loops, as when population growth depends on the food
supply, but food supply depends on the level of the population
(Sterman, 2000).

It is often convenient to represent a system dynamics model with a
diagram in which arrows represent the causal links between variables.
Figure 1.2 shows a typical, although simple, model of an ecosystem in
which sheep breed in proportion to their population, wolves eat the
sheep, but if there are too few sheep, the wolves starve. The
rectangular boxes represent the stocks of sheep and wolves, the tap-
like symbols are flows into and out of the stocks, and the diamond
shapes are variables that control the rate of flow. The population of
sheep increases as sheep are born, and the rate at which this
happens is determined by the constant sheep-birth-rate. The diagram
shows that sheep die at a rate that is a function of the number of
sheep living (the curved arrow from the stock of sheep to the flow
control labeled sheep-deaths), the probability that a wolf will catch a
sheep (the arrow from the predation-rate variable), and the number of
wolves (the arrow from the stock of wolves). Although this illustrative
model is concerned with somewhat imaginary wolves and sheep,
similar models can be constructed for topics of sociological interest,
such as the number of illegal drug users and enforcement agents,
public health epidemics, and the spread of crime (Hirsch & Homer,
2006; Jacobsen & Hanneman, 1992; McMillon, Simon, & Morenoff,
2014).



Description

Figure 1.2 A System Dynamics Model of a Simple
Ecosystem, With Wolves Eating Sheep According to the
Lotka-Volterra Equations

SOURCE: Wilensky, U. (2005). NetLogo Wolf Sheep Predation (System
Dynamics) model.
http://ccl.northwestern.edu/netlogo/models/WolfSheepPredation (System
Dynamics). Center for Connected Learning and Computer-Based Modeling,
Northwestern University, Evanston, IL.

System dynamics is based on the evaluation of sets of simultaneous
differential or difference equations, each of which calculates the value
of a variable at the next time step given the values of other, causal
variables at the current time step. Software such as Stella () and
NetLogo (http://www.iseesystems.com/) and NetLogo

http://ccl.northwestern.edu/netlogo/models/WolfSheepPredation
http://www.iseesystems.com/


(http://ccl.northwestern.edu/netlogo/, described in more detail in
Chapter 4) can help with drawing the diagrams, and can execute the
simulation by computing these equations.

In comparison with agent-based modeling, the system dynamics
approach deals with an aggregate, rather than with individual agents.
For example, in the wolves and sheep model the simulation will
compute the total population of sheep at each time step, but will not
represent each individual sheep. This makes it difficult to model
heterogeneity among the agents. Although one could, in principle,
have a distinct stock for each different type of agent (e.g., a stock of
white sheep, a stock of black sheep, a stock of mottled sheep, and so
on), in practice this becomes extremely cumbersome with more than a
few different types. It is also difficult to represent agent behaviors that
depend on the agent’s past experience, memory, or learning in a
system dynamics model. On the other hand, because it deals with
aggregates, the system dynamics approach is good for topics where
there are large populations of behaviorally similar agents. Thus,
system dynamics was an appropriate method for Forrester’s models of
the global economy because individual action was unimportant, and
the focus was on the state of the world.

1.4.3 Discrete Event Simulation

In typical agent-based models, time is divided into time steps (e.g., a
day or an arbitrary unit of time) and the simulation proceeds one tick
of the simulation clock at a time, at a constant rate. However, for some
models this is a wasteful and unintuitive approach. For example, in a
model of the queue at an airport check-in desk, for much of the time
nothing happens: the agent at the head of the queue converses with
the check-in agent while the rest of the queue simply wait. The
alternative, the discrete event approach, is to advance the simulation
clock not at a constant rate, but from one event (e.g., one passenger
has been checked in) to the next event (the next passenger has been
checked in). In this example, other kinds of events might be the arrival
of a new person at the tail end of the queue and the clerk leaving the

http://ccl.northwestern.edu/netlogo/


check-in desk to take a coffee break. In between the events, the
system being modeled is assumed to be fixed and unchanging. Each
event changes the state of the system.

As well as queues and events, other elements of a discrete event
simulation are gates, which allow agents to leave a queue, and
servers, which process agents for a period (the desk clerk acts as a
server in the check-in example). The simulator has a list of events,
each with an associated time, sorted into chronological order. It picks
off the next event from the list and simulates its occurrence, which
might generate further timed events that are placed on the event list.
This continues until the event list becomes empty and the simulation
stops.

Discrete event simulation (Banks, Carson, Nelson, & Nicol, 2010;
Robinson, 2004) is useful when one needs to model a process in
which there are agents that remain in queues until an event occurs. As
well as modeling queues of people, discrete event simulation can be
used for modeling factory production processes to detect bottlenecks,
hospitals to show the effect of decreasing the number of beds on
patient throughput, and traffic to show the consequences of traffic light
sequencing, and many other issues where what is of interest is a flow
of agents or entities.

Although in classic discrete event simulation, the agents, or entities,
are passive objects that are merely acted on when events occur,
nowadays many discrete event simulations are close to being agent-
based models, the only major difference being the use of an event
scheduler rather than having a fixed time step (Lawson & Park, 2000).



Descriptions of Images and Figures
Back to Figure

The first row on this flow chart has two arrows with taps in them
represented by a circle with a lever on top. The arrows point from left
to right and have a box in the middle labeled, sheep. An arrow points
from the tip of the arrow on the left to the tap in the middle of the same
arrow. Another arrow points from the start of the right arrow to the tap
in the middle of that arrow.

The second row in the flow chart has two boxes labeled sheep-births
and sheep-deaths on the left and right respectively. These are
positioned under the taps on the arrows on the first row respectively.

The third row on this flow chart has two boxes with two diamonds
under them on the left corner. The first box is aligned to the start of the
arrow on the first row and reads, sheep-birth-rate. The second box is
aligned to the sheep box on the first row and reads, prediction-rate.

An arrow from the sheep-birth-rate box points to the tap to the left
arrow on the first row. This arrow also passes the box labeled sheep-
births on the second row.

The fourth row on this flow chart has two arrows with taps in them
represented by a circle with a lever on top. The arrows point from left
to right and have a box in the middle labeled, wolves.

An arrow points from the tip of the arrow on the left to the tap in the
middle of the same arrow.

Another arrow points from the start of the right arrow to the tap in the
middle of that arrow. A third double-sided arrow points from the tap on
the left tap on the fourth row, to the right tap on the first row. It also
passes through the prediction-rate box on the third row. An arrow from
the sheep box on the first row also points to the tap on the left arrow
on the fourth row.



An arrow from the wolves box points to the tap on the right arrow on
the first row.

The fifth row in the flow chart has two boxes labeled wolf-births and
wolf-deaths on the left and right respectively. These are positioned
under the taps on the arrows on the fourth row respectively.

The sixth row on this flow chart has two boxes with two diamonds
under them on the left corner. The first box is aligned to the start of the
arrow on the fourth row and reads, predictor-efficiency. The second
box is aligned to the right arrow on the fourth row and reads, wolf-
death-rate.

An arrow from the predictor-efficiency box points to the left tap on the
fourth row. This arrow also passes the box labeled wolf-births on the
fifth row. Another arrow points from the wolf-death-rate to the right tap
on the fourth row. This arrow passes through the wolf-deaths box on
the fifth row.



CHAPTER 2 AGENTS,
ENVIRONMENTS, AND TIMESCALES
We noted in Chapter 1 that an agent-based model consists of a set of
agents acting within an environment. In this chapter, we begin by
showing how agent-based models can be designed.



2.1 Agents
Agents generally have all or most of the following characteristics:

1. Perception. They can perceive their environment, possibly
including the presence of other agents in their vicinity. In
programming terms, this means that agents have some means of
determining what objects and agents are located in their
neighborhood.

2. Performance. They have a set of behaviors that they are capable
of performing. Often, these include the following:

a. Motion. They can move within a space (the environment).
b. Communication. They can send messages to and receive

messages from other agents.
c. Action. They can interact with the environment, for example

by picking up food.
3. Memory. They have a memory, which records their perceptions of

their previous states and actions.
4. Policy. They have a set of rules, heuristics, or strategies that

determines, given their present situation and their history, what
behaviors they will now carry out.

Agents can be implemented in many different ways.

2.1.1 Agents as Objects

Almost all agent-based models are built using an object-oriented
programming language, such as Java, C++, Python, or even Visual
Basic. This book cannot teach you object-oriented programming, but
because the idea of object-oriented programming is so important to
agent-based modeling, here is a short introduction to its main
features.

Object-oriented programming develops programs as collections of



objects, each with its own set of things it can do. An object can store
data in its own attributes, can send messages to other objects, and
has methods that determine how it is able to process data. The
general programming advantage of object orientation is that it
provides a high level of modularity. For example, the details of how an
object’s methods work can be changed without upsetting the rest of
the program. An additional advantage for agent-based modeling is
that there is an affinity between the idea of an agent and an object: It
is natural to program each agent as an object.

There are several basic concepts in object-oriented programming:

A class is an abstract specification of an object, including its
attributes and its methods. For example, a program might include
a class called Company to represent a firm in a model of an
economy. A Company might have attributes such as its
capitalization, its number of employees, and the type of product it
sells. It might also have methods that describe the processes
involved in selling the Company’s products to customers and in
buying the Company’s materials from suppliers, which could be
other companies in the model. Classes may be specialized to
form more specific classes. For example, the general Company
class could be specialized to yield Manufacturing companies and
Distribution companies. Each specialized class inherits the
attributes and methods of its more abstract class, and may add
new attributes and methods or override the ones it inherits. For
example, the Manufacturing class would need methods that
determine the volume of product that can be made from unit
volumes of materials, whereas the Distribution class would not
need this method.

As the program runs, classes are instantiated to form objects.
For example, the Manufacturing class might be instantiated to
yield two objects, one representing XYZ, Inc. and the other ABC,
Inc. Although the two objects have the same methods and the
same attributes, the values of their attributes (e.g., their names,



size, and type of product) can differ. An object’s methods may
send messages to another object, thus affecting the second
object’s state. For example, one of the methods of the XYZ object
may send a message to the ABC object requesting it to sell some
of its products; a method of the ABC object might respond with
the number and price of the products it wishes to sell.

As this summary suggests, it is a short step from object orientation to
agent-based modeling. One creates a class for each type of agent,
provides attributes that retain the agents’ current state, and adds
suitable methods that observe the agents’ environment and carry out
agent actions according to some rules. In addition, one needs to
program a scheduler that instantiates the required number of agents
at the beginning of the simulation and gives each of them a turn to act.
Chapter 4 includes an example of building such a simulation.

2.1.2 Production Rule Systems

As we noted in the previous section, the agents in most models need
to have the ability to perceive the state of their environment, receive
messages from other agents, proactively select behavior to perform
depending on their current state, and send messages to other agents.
One way to achieve these is to endow the agents with the following:

A set of rules of behavior. These rules determine what the agent
will do. One or more rules from the set will be selected depending
on the current state of the agent. Such rules are often called
condition-action rules because they include both a condition
component (what must be true if the rule is to be used) and an
action component (what will be done to carry out the rule). For
example, one such rule might be, “If I can see food in the vicinity,
then I will move a step toward it.”

A working memory. This will consist of variables that store the



agent’s current state. For example, the working memory might
store the agent’s current location and its current energy reserve.

A rule interpreter. This is some program code that uses the
working memory to select which rule should be activated, or fired.
It may need to handle the situation where the condition
component of more than one rule is satisfied, and therefore some
means of choosing between the rules is needed.

An input process. This will collect messages and perceptions from
the environment and store them in working memory for
processing by the rules.

An output process. This will pass messages to the environment,
en route to the agents that are the intended recipients.

Such an arrangement is called a production (rule) system, and the
rules are production rules (Nilsson, 1998; Russell & Norvig, 2010).
The correspondence between the elements of a production system
and the desirable features of an agent listed above should be clear. A
relatively simple production system can be constructed from a toolkit
such as Jess (the Java Expert System Shell,
http://www.jessrules.com/) (Friedman-Hill, 2003).

2.1.3 Agents That Learn

The agents in most of the models mentioned so far are not capable of
learning from experience. Simple agents driven by production rule
systems have a memory in which their current and past state is
recorded, so that they “learn” about the state of the environment as
they proceed through it. But usually we mean something much more
than this by learning. One kind of learning is learning more-effective
rules, and then changing behavior as a result of the learning.

Reinforcement learning (RL) is akin to what we do when exploring a
new city to find a tourist attraction by trial and error: You try one street,

http://www.jessrules.com/


and if it looks promising you carry on, or if not, you double back to try
another. Agents that engage in RL have a state (e.g., their current
location) and a small set of possible actions (e.g., move one cell north,
east, south, or west). The environment is set up so that it will
eventually provide a reward (gratification in reaching the attraction).
The agent must find a policy that maximizes the reward it receives
(Maini & Sabri, 2018; Sutton & Barto, 2018). Usually, each additional
step along the way to the goal reduces the eventual reward; as a
result, the goal is not just to find the reward, but also to do so in the
most efficient way. The agent can try many times to find the best
policy, exploring different routes, and so one of the issues in designing
RL algorithms is the balance between exploration (trying new routes,
which may be less efficient and waste time) and exploitation (keeping
to the old routes, which may not be the best way). RL has been used
to model firms that learn about the preferences of their customers
(Sallans et al., 2003) and decision making in organizations (Sun &
Naveh, 2004), among other phenomena. Several authors have used
simple models of RL to explain and predict behavior in the context of
experimental game theory with human subjects (e.g., Chen & Tang,
1998; Erev & Roth, 1998; Flache & Macy, 2002; Izquierdo, Izquierdo,
& Gotts, 2008).

RL is well suited to problems in which the environment and the reward
structure remain constant during the simulation run. On the other
hand, RL does badly if the environment is dynamic, especially if all the
agents are learning and the actions of one agent affect the state or the
rewards of other agents.

2.1.4 Cognitive Models

While relatively simple agents, with behavior defined by condition-
action rules or a production system, often serve very well, it is also
possible to design agents that make decisions on the basis of ideas
more aligned to psychological or social theories of human cognition
(An, 2012; Balke & Gilbert, 2014; Groeneveld et al., 2017).



The Belief-Desires-Intention Model

The Belief-Desires-Intention (BDI) model, which was originally based
on ideas expressed by the philosopher Bratman (Bratman, Israel, &
Pollack, 1988), is one of the most popular models of agent decision
making. In contrast to production rule systems, the idea behind BDI is
that agents have a mental state as the basis for their reasoning. As
suggested by its name, the BDI model is centered around three
mental attitudes: beliefs, desires, and intentions.

Beliefs are the internalized information that the agent has about the
world. These beliefs do not need to correspond with reality (e.g., the
beliefs could be based on outdated or incorrect information); it is only
required that the agent considers its beliefs to be true. Desires are all
the possible states of affairs that an agent might like to accomplish.
Goals are the subset of desires that an agent actively desires to
achieve (Dignum, Kinny, & Sonenberg, 2002). An intention is a
commitment to a particular course of action (usually referred to as a
plan) for achieving a particular goal (Cohen & Levesque, 1990).

These components are complemented by a library of plans. The plans
define procedural knowledge about low-level actions that are expected
to contribute to achieving a goal in specific situations and consist of
steps that define how to do something. Agents can reason about their
plans dynamically. Furthermore, they can reason about their own
internal states; in other words, they can reflect on their own beliefs,
desires, and intentions and, if required, modify these.

At each reasoning step, a BDI agent’s beliefs are updated, based on
its perceptions. Beliefs in BDI are usually represented as atomic
formulae of first-order logic. The intentions to be achieved are pushed
onto a stack, called the intention stack. This stack contains all the
intentions that are awaiting achievement. The agent then searches
through its plan library for any plans with a post-condition that
matches the intention on top of the intention stack. Any of these plans
that have their pre-conditions satisfied according to the agent’s beliefs
are considered possible options for the agent’s actions and intentions.



From these options, the agent selects the plans of highest relevance
to its goals. Based on these goals and plans, intentions are generated,
updated, and then translated into actions that are executed by the
agents.

An example may make this clearer. Suppose that we have a model in
which there are agents that need to maintain their energy level by
seeking out energy sources, which are distributed randomly around a
landscape. A production rule system might have rules to move the
agent in a random direction, perceive the presence of energy sources,
and tap the energy. The agent is defined in terms of what it does. In
contrast, a BDI agent would have the goal of maintaining its energy
level, beliefs about the locations of energy sources, an intention to
obtain energy from any source it finds, and plans about how to move
and what to do when energy is found. While in practice the production
rule or reactive agent and the BDI or intentional agent might perform
exactly the same actions, the BDI agent is designed not in terms of
what it does, but instead in terms of what it wants and how its desires
can be achieved (Caillou, Gaudou, Grignard, Truong, & Taillandier,
2017).

One of the seminal applications to use an implementation of BDI was
a monitoring and fault detection system for the reaction control system
on the NASA space shuttle Discovery (Georgeff & Ingrand, 1990). For
this purpose, 100 plans and more than 25 meta-level plans (including
more than 1,000 facts about it) were designed. Since then, BDI agents
have also been used for more psychologically inspired research. They
formed the basis for a computational model of child-like reasoning,
Children’s Reasoning about Intentions, Beliefs, and Behavior, or
CRIBB (Wahl & Spada, 2000), and have also been used to develop a
rehabilitation strategy to teach autistic children to reason about other
people (Galitsky, 2002) and for business games (Farrenkopf, Guckert,
Urquhart, & Wells, 2016).

BDI agents differ from those based on production rule systems in that
BDI agents are typically goal persistent. This means that if an agent
for some reason is unable to achieve a goal through a particular



intention, the agent is able to reconsider the goal in the current context
(which is likely to have changed since the agent chose the original
course of action). Given the new context, a BDI agent is then able to
attempt to find a new course of action for achieving the goal. Only
once a goal has been achieved or it is deemed to be no longer
relevant does an agent discard it. A detailed discussion on modeling
human behavior with BDI agents can be found in Norling (2014).

Normative Agents

BDI agents act because of a change in their set of beliefs and the
establishment of desires to achieve a specific state of affairs (for
which the agents then select specific intentions in the form of plans
that they want to execute). Their behavior is driven purely by internal
motivators such as their beliefs and desires. Normative agents (NoA)
also attend to social norms—that is, the standards of behavior that are
accepted by and govern social groups. In contrast to beliefs and
desires, norms are external to the agent and are established within the
society/environment where the agent is situated. Agents that take
account of norms are said to be norm-governed or normative. Two
examples of NoA are those of the EMIL project (Andrighetto et al.,
2013; EMIL Project Consortium, 2008) and NoA (Kollingbaum &
Norman, 2004), both of which extend the notion of norms to include
legal norms (Boella, van der Torre, & Verhagen, 2007).

EMIL focuses primarily on decisions about which norms to accept and
internalize and the effects of this internalization. Factual knowledge
(events) and normative knowledge (rules) are treated differently and
the agent has a separate interface to the environment for each of
these types of knowledge. The agent also has two kind of memories:
(i) an event board for facts and events, and (ii) a normative frame for
inferring and storing rules from the event board. An agent engages in
norm recognition, norm adoption, decision making, and then
normative action planning, using an approach similar to BDI, but
where the beliefs, goals, and intentions are all based on social norms
(Andrighetto, Campennì, Conte, & Paolucci, 2007).



The NoA design of Kollingbaum and Norman (2003) uses a broader
definition of norms including organizational concepts and ideas from
formal legal systems. The norms governing the behavior of an agent
refer to either actions or states of affairs that are obligatory, permitted,
or forbidden. Agents have an explicit representation of their normative
state. A normative state is a collection of norms (obligations,
permissions, and prohibitions) that an agent holds at a point in time
that is consulted when the agent wants to determine which plans to
select and execute. NoA agents construct plans that are required not
to violate any of their internalized norms to achieve their goals.

While much more complicated than the basic if-then rule or production
rule agents, these agents are still simple compared with
psychologically plausible models of human cognition, such as Soar
(Laird, Newell, & Rosenbloom, 1987; Wray & Jones, 2005; Ye &
Carley, 1995), CLARION (Sun, 2006), and ACT-R (Taatgen,
Anderson, & Lebiere, 2006). However, psychologically plausible
models are so rich and so complicated that using them within an
agent-based simulation (where each agent would have to run its own
cognitive model) can lead to models that are prohibitively slow to run
and difficult to manage. (For examples where this was done using
CLARION, see Sun and Naveh [2004]; and Naveh and Sun [2006].)



2.2 Environments
The previous section has described ways of designing agents. The
agents act within an environment, which provides the channel of
communication between agents and may also include nonreactive
objects, such as obstacles or energy sources.

2.2.1 Features of Environments

It is convenient to route all communication between agents through
the environment, not only because that is the natural way to do it,
corresponding to the role of the environment in human affairs, but also
because it makes monitoring the agents easier. It also means that
messages from one agent to another can be temporarily stored in the
environment (buffer), reducing the likelihood that the results of the
simulation will depend on the accidents of the order in which agent
code is executed. When buffering, messages from agents are stored
in a temporary variable until all the agents in the simulation have had
their turn. Then, these stored messages are delivered to the
recipients.

In many models, the environment will include passive objects, such as
landscape barriers, “roads” or links down which agents may travel,
resources to provide agents with energy or food, and so on. These
can be programmed in much the same way as agents, but more
simply, because they do not need any capacity to react to their
surroundings.

Because the environment is often straightforward to program, it tends
to get neglected, yet environmental influences are generally very
important in the real world. Much of the complexity of human life
comes from dealing with a complex environment. We also often use
the environment as a memory (e.g., placing objects in particular
locations to remind us that action needs to be taken), as a store of



value (e.g., money and other forms of wealth), and as a technological
aid to make some actions easier (e.g., devices that provide
communication and transport services). However, it is not often that
researchers recognize this environmental complexity in designing
simulation models.

2.2.2 Geography

Most agent-based models involve agents moving over a landscape,
but often this terrain is a rectangular plane or a toroid. In place of
these abstract surfaces, there is also the possibility of creating
complex artificial surfaces, or incorporating terrains mapped from real
landscapes. This is done by integrating a geographical information
system (GIS) into the model. A GIS is a software system for
managing, storing, and displaying spatial data such as maps (Chang,
2004; Heywood, Cornelius, & Carver, 2011).

GISs store spatial data in specially built or adapted spatially aware
database systems. These systems are designed to be efficient at
answering the kind of queries that one needs to ask for managing
geographical data, such as, “Tell me about all the other objects that
are no more than 10 units away from this object.” GIS data are often
arranged in layers that contain data on one or a few variables. When
displaying or manipulating a map, one can turn some layers on or off
to see just the variables in the visible layers. For example, a map
might include roads and lakes in separate layers. If one wanted to see
the road network but not the lakes, the lake layer could be turned off.
There are two kinds of GIS variables: raster and vector. Rasters are
regular grids of cells, each cell storing a single value. Raster variables
are used for data that vary continuously over the surface, such as
height and hours of sunshine. Vector variables are used for data that
are in the form of points, lines, or areas (known in GISs as polygons).
Spatial data may be displayed using a projection, which is a way of
showing the surface of a three-dimensional body such as the earth on
a two-dimensional map. There are a wide variety of projections
available, although the question of which projection to use is more



likely to trouble a geographer wanting to map the whole earth than a
modeler who wants to map just a town or region, small enough that
the differences between alternative projections become irrelevant.

With a GIS it is possible to build an agent-based model in which the
agents traverse a more realistic landscape—for example, moving only
along city streets. This is vital for projects such as modeling traffic
flows (e.g., Zheng, Waraich, Axhausen, & Geroliminis, 2012) and the
spread of epidemics (Dibble & Feldman, 2004; Dunham, 2005),
although it may be a distraction if the intention is to model an abstract
process not specifically located in any particular place. Models in
which the environment represents geographical space are called
spatially explicit. One decision that needs to be made early is whether
it is sufficient for the landscape to be unchanging throughout the
simulation run, or whether the landscape needs to change
dynamically. For example, a static representation of a city is likely to
be sufficient for a traffic model because in the period represented by
the simulation (a few hours or days) the arrangement of city streets
will not change materially. On the other hand, a model of the effects of
a hurricane on a city population may need to have its topography
updated during the simulation to account for floods, closed streets,
and storm damage. However, managing time-varying data is at the
state of the art for GISs and a challenge if one wants to integrate it
with agent-based modeling.

A second issue that needs to be considered when designing spatially
aware agents is how they will detect the features of the terrain they
are traversing. For example, if one wants to ensure that pedestrians
walk down streets and not through buildings, there needs to be a way
for agents to determine that the way ahead is a walkway. This is best
done by sending a query to the GIS to determine the locations of the
objects ahead of the agent and then decomposing (or parsing) the
returned answer to check that forward movement is not obstructed. In
principle this is not complicated, but in practice it can take a lot of
processing by both the underlying GIS and the agents and may slow
down the model.



2.3 Randomness
One way of abstracting from the complexity of the real world when
designing a model is to build in some randomness. For example, in a
model of an industrial network (Section 1.2.2) one might want to
abstract from the firms and interfirm linkages to be found in a
particular industrial sector in order to develop a general model of
networks between firms. However, the question then is, Which
linkages should be built into the model? One answer is to choose
pairs of firms at random and create links between these pairs. This
may be done in several ways, depending on the intended distribution
of linkages. For example, the chance of a firm being linked to another
could be uniform for all firms (a random network), could be related to
the number of firms already linked to the other firm (a preferential
attachment) (Barabási, 2003; Barabási & Albert, 1999), or could be
arranged so that the links form a local cluster of strongly connected
firms with a few long-distance connections between clusters (a small-
world network) (Watts, 1999, 2004; Watts & Strogatz, 1998). These
alternative schemes provide networks with different structural
properties that may have quite different behaviors (Pujol, Flache,
Delgado, & Sangüesa, 2005). Personal networks, such as networks of
friends, have specific characteristics that may be fitted better with a
social circle model (Hamill & Gilbert, 2009).

Randomness may also be used to model communication errors and
the influence of noise. For example, Axelrod (1997b) and Axelrod and
Dawkins (1990) developed an influential model of the dissemination of
culture (Axelrod, 1997c) to explain why, if the beliefs and attitudes of
people who interact tend to become more alike, all differences do not
eventually disappear. His model displays the emergence of stable
regions of homogeneous cultural traits, such as dialects, nationalistic
beliefs, or religious customs. In the model, agents have tags, which
are a set of five numbers that describe their own cultural traits on five
cultural features or dimensions. The chances of two agents interacting
depends on the similarity of their tags. If they do interact, one feature



from the five is chosen at random, and one agent adopts the other
agent’s value for that feature. After several thousand interactions,
distinct regions emerge in which all the agents share the same traits
and have no traits in common with agents in other regions. Axelrod
comments that his model shows how local convergence can give rise
to global polarization. Several subsequent papers by different authors
have used such tags to explore the emergence of differences between
groups of agents (e.g., Edmonds, 2006; Hales, 2000, 2002; Riolo,
Cohen, & Axelrod, 2001). However, later work (Klemm, Eguíluz, Toral,
& Miguel, 2003) showed that the tendency to global polarization is
critically dependent on the agents’ copying the value of the other
agents’ cultural traits exactly, as well as on there being no cultural drift
in an agent’s traits. If, instead, an agent adopts a slightly distorted
copy of the other agent’s traits, or if the agent’s beliefs occasionally
change randomly, a monoculture may emerge rather than there being
several distinct regions, each with different cultures. This is an
example of how random variation or noise can make a radical
difference to the outcome of a model.



2.4 Time
In most cases, simulations proceed as though orchestrated by a clock,
beat by beat. At each beat, all the agents are given a turn. Thus, time
is modeled in discrete time steps. Each time step lasts for the same
simulated duration. The simulation starts at time step zero and
proceeds as long as necessary, or until all the agents are “dead” or
out of action.

There are three issues about time that need consideration when
designing agent-based models using discrete time steps:

1. Synchronicity. We have already mentioned in the previous section
that one needs to be careful about the timing of messages sent
from one agent to another. For example, if Agent A sends a
message to Agent B and B replies, and then C sends a message
to B, the outcome might be quite different from the results of A
sending a message to B, then C sending a message to B, and
then B sending a message to A. (Consider these sequences in
the context of a model of insider trading, for example.) This is an
example of a more general issue of the order of agent invocation
(Huberman & Glance, 1993).

With an ordinary computer, because only one thing can happen at
once, agents cannot, in fact, engage in action simultaneously.
The three possible ways to work around this are as follows:

a. Invoke each agent in sequential order (Agent 1, Agent 2,
Agent 3, Agent 4, Agent 1, Agent 2, Agent 3, Agent 4, …)
(known as sequential asynchronous execution). This is rarely
a good solution, though, because the performance of the
model may be greatly influenced by the order that is used.

b. Invoke each agent in a different random order at each time
step (known as random asynchronous execution). The
advantage of this solution is that the effect of the ordering
can be investigated by running the simulation several times,



with a different ordering each time.
c. Invoke each agent in any convenient order, but buffer all

interactions with the agents’ environment so that all inputs to
agents are completed before all outputs (known as simulated
synchronous execution). This is the best option if it can be
achieved, because it is closest to actual synchronous
execution, although it can be complicated to arrange, and
sometimes the requirements of the model prevent it.

2. Event-driven simulation. These three ways of arranging the
ordering of agent invocation assume that all the agents need to
have a chance for action in each time step, although some agents
may do nothing during their slot. A different approach is possible:
use an event-driven design in which only those agents that need
to act are invoked. The idea of event-driven simulation is that,
instead of having a time step of constant duration, the simulation
skips from one event to another. The simulation clock is wound
forward until the time of occurrence of the next event. For
instance, suppose that we are designing a simulation of
organizational decision making and have a model in which the
agents are decision-making committees. The focus of the model
is on the decisions that each committee makes and how these
decisions are passed from one committee to another. What
happens between committee meetings is of no concern, and the
meetings themselves can be considered to be instantaneous. In
such a model having a regular time step would be inefficient,
because nothing of interest would be happening at most steps.
Instead, the model could be designed to jump from the time of
one committee meeting to the next.

3. Calibrating time. With both the regular and the event-driven
modes of simulation, there is often a problem of matching the
simulation time with real time. For example, if one has a model of
consumer behavior in which one wants to study the reactions of
consumers to the introduction of a new product, a matter of some
interest will be the time it takes for a majority of consumers to
adopt the product. The model might indicate how many time steps
this takes, but how does one translate this into weeks or months
of real time? A solution is to observe the process in reality and



match the shape of the adoption trend against the output from the
simulation, but this will give only approximate answers. Moreover,
in this and other examples there remains a difficulty about what to
take as the start or zero time points in the simulated and real
worlds. Although a simulation starts at a well-defined moment, in
the real world it is rare that any activity (e.g., the marketing of a
new product) commences at one clear moment in time. These are
issues that one needs to watch out for; there is no general
solution that always applies.



2.5 Population Learning
A very different approach to learning is that of evolutionary
computation, a family of techniques of which the simplest and best
known is the genetic algorithm (GA). (Others include Moran
processes, replicator dynamics, evolutionary programming, evolution
strategy, genetic programming, and classifier systems, which is
short for learning classifier system.) Evolutionary computation
(Michalewicz & Fogel, 2004) is loosely based on natural selection and
involves two basic processes: selection and reproduction.
Fundamental to evolutionary computation is a population whose
members reproduce to form successive generations of individuals who
inherit the characteristics of their parents. The probability of successful
reproduction is determined by an individual’s fitness: Fit individuals
are more likely to breed and pass on their characteristics to their
offspring than unfit ones.

The individuals involved in a genetic algorithm (Holland, 1975) may,
but need not, be the agents in the simulation. For example, in a model
of an industrial sector, the agents could be firms, with the sector as a
whole learning how to be productive in the industrial landscape
through successive generations of firm bankruptcies and start-ups
(Brenner, 2001; Marengo, 1992). On the other hand, each agent may
learn using a genetic algorithm that acts on the agent’s rules, each
rule being an individual as far as the genetic algorithm is concerned;
this is the way that learning classifier systems work (Bull, 2004).
Simulations of stock market trading have been built with such agents
(Arthur, Holland, LeBaron, Palmer, & Tayler, 1997; Johnson, 2002).

For a genetic algorithm, each individual must have its features
encoded in a chromosome. The encoding may be in the form of a
binary string, with zero representing the absence of a feature, and one
representing its presence, or as a more complicated structure. It is
also important that it is possible to assess the fitness of every
individual—for example, the fitness may be measured by the



accumulated capital stock of a firm agent, or by the effectiveness of a
cooperation strategy in a model of altruism. Individuals are selected
for reproduction by the algorithm in proportion to their fitness, so that
very fit individuals are very likely to breed and very unfit ones very
unlikely. The reproduction takes place by combining the parents’
chromosomes using a process called crossover: Slices are taken
from each chromosome and combined to form a new slice made of
some sections from one parent’s and some sections from the other
parent’s. In addition, to ensure that there continues to be some
variation in the population even after a great deal of interbreeding,
some bits from the offspring’s chromosomes are randomly changed,
or mutated.

The offspring’s fitness is evaluated to determine its likelihood to
reproduce to yield grandchildren. Eventually, the individuals who are
relatively unfit die out and are replaced by individuals who have
inherited from fit parents and are likely to be fit themselves. Although
no individual does any learning as a result of the genetic algorithm,
the population as a whole can be considered to be learning or
optimizing as the individuals within it become fitter.

The genetic algorithm is usually a very effective optimization device.
Whether it is a good model of any social phenomenon is more
debatable (Chattoe, 1998; Reschke, 2001). One problem is that it is
often difficult to see what an appropriate way of measuring fitness
would be or even whether the concept has any clear meaning when
applied to social phenomena. Sometimes this does not matter. For
example, in a model of a simple society one does not need a carefully
elaborated definition of fitness: Agents can be designed to breed if
they have the opportunity and have not previously died from lack of
resources. Another common problem with the basic genetic algorithm
is the difficulty of coding all the salient features of an agent into a
binary string for the chromosome. However, other evolutionary
computation techniques allow a wider range of structures. Genetic
programming (Banzhaf, 1998; Koza, 1992, 1994; Poli, Langdon, &
McPhee, 2008), for example, substitutes program code for the binary
string: Individuals evolve a program that can be used to guide their



actions, and learning classifier systems (Bull, 2004; Meyer &
Hufschlag, 2006) use condition-action rules as the equivalent of
chromosomes.



CHAPTER 3 DESIGNING AN AGENT-
BASED MODEL
Over the past decade agent-based modeling has developed a more or
less standardized research process, consisting of a sequence of
steps, at each of which design decisions need to be made. Like most
social science methods, this process is an idealization of the
procedures actually carried out, and, in practice, several of the steps
occur in parallel and the whole process is performed iteratively as
ideas are refined and developed. Nevertheless, it is useful to have
these steps made explicit as a guide to the conduct of agent-based
modeling research (see also Axelrod, 1997a; Hammond 2015).

In this chapter we start by listing the steps and then we illustrate each
step using an example, so that by the end of the chapter we have a
design for a simple model. In Chapter 4 we will show how this design
can be implemented to form a running simulation.



3.1 Design Steps
At an early stage in the research it is essential to narrow down the
general research topic to some specific research question. A
research question is something that the work should have a realistic
chance of answering. If the question is too vague or too general it will
not be much use, and the research will be disappointing because it will
not be able to provide the hoped-for answers. It is always better to err
on the side of specificity: Be too focused rather than too ambitious. It
is helpful to think of defining the research question as peeling an
onion, from the general area of investigation, through the particular
topic, to a question that could be answered in no more than a brief
statement of what you have discovered.

As we have noted above, the usual kind of research question that
agent-based models are used to study are ones where regularities at
the societal or macro level have been observed, and the issue is how
these may be explained. Economists often call these regularities
stylized facts (Kaldor, 1961). For example, the Schelling model
described in Chapter 1 starts with the observation that neighborhoods
are ethnically segregated and seeks to explain this through modeling
individual household decisions. The electricity market models also
described in Chapter 1 aim to explain and predict patterns of electricity
supply and market pricing in terms of the motivations of suppliers.

After having specified the research question clearly and having
identified the macrolevel regularities that are to be explained, the next
step is to specify the agents that are to be involved in the model
(Table 3.1). They may be all of one type, or there may be different
types. For example, while the models of opinion dynamics reviewed in
Chapter 1 involve only one type of agent—the individuals whose
opinion changes are being simulated—some of the industrial district
models mentioned in Chapter 1 involved several distinct types of
firms. For each type of agent, one needs to lay out the agent’s
behavior in different circumstances, often as a set of condition-action



rules (see Section 2.1.1). It is helpful to do this in the form of two lists:
one that shows all the different ways in which the environment
(including other agents) can affect the agent, and one showing all the
ways in which the agent can affect the environment (again, including
other agents). Then one can write down the conditions when the agent
has to react to environmental changes, and the conditions when the
agent will need to act on the environment. These lists can then be
refined to create agent rules that show how agents need to act and
react to environmental stimuli. It will then be possible to assess
whether simple rules will suffice, or whether a more complicated
intentional or cognitive agent design will be needed.

At this stage one will have a good idea of the types of agents and their
behaviors that are needed in the model. It will also be necessary to
consider what form the environment should take (e.g., does it need to
be spatial, with agents having a definite location, or should the agents
be linked in a network?) and what features of the model need to be
displayed in order to show that it is reproducing the macrolevel
regularities as hoped. Once all this has been thought through, one can
start to design and develop the program code that will form the
simulation. It is often helpful to see whether there are any existing
models that could be adapted or that could serve as inspiration. As
well as looking at published papers (which sometimes include Web
links to program code), it is worth looking at Web sites such as
OpenABM (https://www.comses.net/) where modelers have deposited
their code and documentation for others to use, and the carefully
curated demonstration models in the NetLogo Library
(http://ccl.northwestern.edu/netlogo/models/).

Table 3.1 Initial Steps When Designing an Agent-Based Model

Preliminaries

1. Topic

https://www.comses.net/
http://ccl.northwestern.edu/netlogo/models/


General area of study.

2. Users

Who are likely to be the users of the model (e.g., only oneself,
other researchers, stakeholders, the public, etc.)?

3. Research question

A specific question: one sentence that ends with a question
mark (?).

4. Background

Is there a literature and, more specifically, a theory relevant to
the model? If so, what does it suggest? Are there similar
models that can be adapted?

5. Macrolevel features and patterns

5a. Verification

What is known about the characteristics of the domain at the
macro level? Which of these features should the finished
model be able to generate? Draw some plots, including some
with a time axis, to show how macrolevel variables interact.

5b. Type

Will this be an abstract, middle-range, or facsimile model?

Statics

6. Types of entities



All the types of objects in the simulated world.

6a. Agents

The (pro)active entities, usually corresponding one to one
with the kinds of actors (people, firms, organizations,
countries, etc.) to be found in the real world. Provide a list of
all the types of agent but include as few as possible. In many
agent-based models there is only one type of agent.

6b. Resources

Those entities that are used by agents. Any changes in these
are caused by agents acting on them. Examples are food and
energy.

6c. Other objects

Passive objects that are in the background, unchanged by
agents, such as obstructions (walls).

7. Environment

Is environment spatial or nonspatial (e.g., a network)?

If spatial …

size of the environment.

shape (toroidal, bounded, square, rectangular, 3D).

size and shape of units (patches).

If nonspatial or a network …

directed or undirected links

Are the links static (created at initialization) or dynamic
(created and destroyed during the run)?



8. Agent attributes

For each type of agent list the attributes (e.g., characteristics,
features, or properties) of the agent. Divide the list into those
that change or may change during a simulation run, such as
wealth, and those that will not change.

Ensure that each type of agent has a different set of
properties to all other agent types (if not, they are not different
types).

For each attribute, describe the possible values it can take in
the model; for example, sex could be male or female, wealth
is a real number, and friends is a list of other agents.

If the environment is a network, list the attributes of the links.

9. Environment attributes

9a. Global attributes

Properties of the whole environment, e.g., the clock time

9b. Local attributes

Properties of each location, e.g., color, fertility, history

10. Initial values of all attributes

The values of the agent and environment attributes at the
start of the simulation.

Dynamics

11. Interaction between agents and environment



10a. Ways in which the environment acts on the individual
agents

10b. Ways in which the agents act on the environment

12. Agent-agent interactions

Ways in which agents interact (e.g., not bumping into each
other; sending messages from one to another).

13. Conditions for action

13a. Conditions

For each of the listed interactions (11 and 12), specify one or
more conditions in which that action should take place.

13b. Dependencies

For each condition, check that it refers only to attributes of the
agent or the environment. If, in order to evaluate the
condition, one needs to know about other values, add the
corresponding attributes to the agent or environment.

14. Create rules

For each condition, write out a condition-action rule, such as
a rule that says when the condition is true, carry out the
action.

15. Agent entry and exit

List the conditions in which an agent is created and those in
which it “dies,” if any.

If agents are created (or enter the simulation), specify the
initial values of their attributes.



User Interface

16. Outputs

Decide on the graphs and other outputs that will allow the
(macro) behavior model to be observed. These should
include at least those plots shown in Step 5.

If the agents are to be shown on a grid or view, what should
they look like? Do they change appearance according to their
internal state?

17. Parameters

List the parameters of the model (that users can use to alter
the way it behaves) and relate these to the research question
(Step 3).

18. Tests

Define some combinations of parameter values that will allow
the model to be tested (part of verification) to ensure that it
produces the expected results for known scenarios.

After the model has been constructed, one begins the long process of
checking that it is correct. Informally, this is called debugging; more
formally, it is called verification. Verification is the task of ensuring
that a model satisfies the specification of what it is intended to do. It is
quite different from validation, which is checking that the model is a
good model of the phenomenon being simulated. One can have a
simulation that satisfies the verification criterion, because it runs as it
is supposed to do; if the specification is a poor description of the target
in the social world, however, it is not a valid model.



Following successful verification, one can embark on validation. The
primary criterion of validation is whether the model shows the
macrolevel regularities that the research is seeking to explain. If it
does, then this begins to be evidence that the interactions and
behaviors programmed into the agents explain why the regularities
appear. However, one must guard against alternative explanations.
There may be other agent behaviors that are equally or more plausible
that lead to the same macrolevel regularities (known as equifinality).
There is also the possibility that minor changes in the initial state of
the model may lead to very different outcomes (known as multifinality).
Therefore, one needs to engage in a sensitivity analysis to see
whether, when model parameters are changed, the outcomes alter,
too. It is also important to consider whether a simpler model leads to
the same conclusions. If it does, the simpler model should normally be
preferred to the more complicated one, using the principle that simple
explanations are better than complicated ones if both are equally good
at explaining.

Having thus explored the macro behavior of the model, it is then
desirable to compare the output of the model with empirical data from
the social world. As we will see later, such comparisons between
model outputs and data are not easy to carry out and often do not lead
to the clear answers that one might expect. Most models are
stochastic—that is, they involve random processes, so one does not
know whether any difference between the model output and observed
data is due to random chance or a bad model. There are also often
considerable difficulties in collecting valid and reliable data, especially
the data observed over long periods of time that one needs to
compare with model outputs. Section 4.5 discusses validation in more
detail.

Finally, one can draw some conclusions, hopefully answering the
research question that started the process. In addition, if one has
confidence in the model, one can experiment with it, perhaps to
identify regularities that had been previously unsuspected.



3.2 An Example of Developing an Agent-Based
Model
In this section the process of developing a simple agent-based model
will be described using a simulation of collectivities as an example. In
Chapter 4 we will see how this model could be programmed. Because
it is a simple and rather abstract model, we will assume that the model
user to be targeted is someone like yourself, the reader.

Several related social phenomena are difficult to model, or even to
describe, because their boundaries are fluid, the people involved are
constantly changing, and there is no single characteristic shared by all
those involved. Examples include the following:

Youth subcultures such as punks (Widdicombe & Wooffitt, 1990)
or goths (Hodkinson, 2002)

Scientific research areas or specialties such as astrobiology
(Gilbert, 1997)

Art movements such as the pre-Raphaelites or the vorticists
(Mulkay & Turner, 1971)

Neighborhoods such as Notting Hill in London or the Bronx in
New York (van Ham, Manley, Bailey, Simpson, & Maclennan,
2012)

Members of armed revolutionary or terrorist movements such as
the Red Brigades in Germany (Goolsby, 2006)

Industrial sectors such as biotechnology (Gilbert et al., 2014)

Although one can easily point to familiar examples, and although they
are very common and easily identified, it is difficult to put one’s



intuitions about them on a firmer footing. For a start, there is no
commonly accepted word with which to name the phenomenon. The
terms “subculture,” “area,” “neighborhood,” “specialty,” and
“movement” are used for particular types, but none of these terms is
appropriate for describing all of them. A closely related concept is the
term “figuration” (Elias, 1939), although strictly speaking this should be
applied only to individuals, and not to organizations or other types of
actors. In this section we use “collectivity” as the generic term, for lack
of a better one. Note that the units making up the collectivity may be
people (as in most of the examples above) or organizations (e.g.,
biotechnology firms).

A second barrier to gaining a better understanding of collectivities is
that, by definition, there is no definite boundary around them. This
means that it is impossible to count their members and therefore to
engage in the more common kinds of quantitative analysis of their
development over time, their incidence, and so on.

Third, the way in which collectivities arise from the actions of their
members is not easily understood. It is the purpose of the model to be
developed here to suggest how some plausible assumptions about
individual action (micro foundations) could yield the collectivities that
are observable at a macro level. The research question is, therefore,
is it possible to generate collectivities from the individual actions of
agents, given just these assumptions.

3.2.1 Macrolevel Features and Patterns

In all collectivities, the following seem to hold, to a greater or lesser
extent:

Although instances of collectivities are usually easily named and
described at the aggregate level, precise definitions can prove to
be rather slippery and open to negotiation or argument (e.g.,
there are many slightly different areas that can be described as



Notting Hill, from the official local government area to the locality
within which the film of the same name was shot).

There is no accepted consensual definition that can be used to
sort those who are in from those who are out (or members from
nonmembers). For example, whereas some might think that
someone is a punk because of the way that he or she dresses,
this assignment might be contested by others (including the
person him- or herself) by pointing to the person’s beliefs,
behavior, or acquaintances, all of which could alternatively be
relevant to decide on membership. In particular, there is no one
observable feature that all those who are in and none of those
who are out possess. Collectivities are not, for example, formal
organizations, where being an employee with a written or verbal
contract distinguishes those who are members from those who
are not; political parties, where, at a minimum, a formal
declaration of support is required and defines membership; or
social classes, where externally specified objective criteria are
used to sort people (typically based on one’s occupation).

Nevertheless, many of the members will share characteristics in
common (e.g., the scientists in a research area may have similar
educations, have carried out similar previous research, and be
known to each other, even if there is no technique, theory, or
object of research with which all of those without exception in the
research area are involved).

Membership of the collectivity entails possessing some related
knowledge (e.g., the science of the specialty, or whatever is
accepted as cool in a youth culture, or the local geography of
Notting Hill). However, no member possesses all the knowledge:
Knowledge is socially distributed.

The features that are thought to be relevant to the collectivity
change. For example, researchers do not continue to work on the
same problems indefinitely; once they have solved some, they
move on to new ones, but still within the same research area.
Most political movements change their manifestos over time to



reflect their current thinking and the social problems that they
observe, although they remain the same movements, with many
of the same adherents. Youth cultures are constantly changing
the items that are in fashion.

Some of the people involved are widely considered (e.g., by the
others) as being more central, more influential, of greater status,
or as leaders compared with others. For example, some scientists
are considered to be more eminent than others, some members
of subcultures are cooler than the rest, and so on. (Compare the
idea of optimal distinctiveness in social psychology [Brewer,
1991].)

3.2.2 Microlevel Behavior

One of the features common to collectivities mentioned in Section
3.2.2 is that the actors (i.e., the people or organizations that make up
the collectivity) have some special knowledge or belief. For example,
scientists have knowledge about their research area, and youth
subcultures have knowledge about what is currently fashionable. Even
though this knowledge is socially distributed among the members of
the collectivity so that not every member has the same knowledge,
possession of it is often a major feature of the collectivity (Bourdieu,
1986). In the model, we assume that all individuals, both members
and nonmembers, have some knowledge, but what this knowledge is
varies both among actors and over time. We use this knowledge to
locate the actors: The position of the actor at a moment in time in an
abstract knowledge space represents the knowledge that he or she
possesses at that time.

A second assumption is that some actors are of higher status than
others and that all actors are motivated to try to gain status by
imitating high-status actors (by copying their knowledge). For
example, in a collectivity driven by fashion, all actors will want to be as
fashionable as they can, which means adopting the clothing styles,
musical tastes, or whatever of those whom they perceive to be of the



highest status (Simmel, 1907). However, status is also a function of
rarity: An actor cannot remain of high status if there are many other
actors with very similar knowledge. For example, a fashion icon must
always be ahead of the hoi polloi; a scientist will be heavily cited only
if his or her research is distinctive; a revolutionary will earn the respect
of colleagues only if he or she stands out in comparison with the foot
soldiers.

Third, we assume that actors with the highest status want to preserve
this status, which they cannot do if they start to be crowded out by
followers who have been attracted to them. In this situation, we
assume that high-status actors are motivated to make innovations—
that is, to search out nearby locations in knowledge space where there
are not yet crowds.

There are thus two countervailing tendencies for actors—on the one
hand, they want to get close to the action; on the other hand, they
want to be exclusive and can do so by changing the locations that
represent the heights of status. As we will see, working out this
tension yields patterns at the macro level that are typical of
collectivities.

3.2.3 Designing a Model

Related Models

There are several generic models that deal with similar issues:

1. Boid models (Reynolds, 1987) have agents that try to maintain a
desired distance away from all other agents and thus appear to
move with coordinated motion. Agents have three steering
behaviors: separation, to avoid nearby agents; alignment, to
move in the same direction as the average of nearby agents; and
cohesion, to move toward the average position of nearby agents.
The effect is that agents move as if they were a flock of sheep or
a school of fish. These models illustrate the effect of having



agents carrying out actions that are in tension: The separation
behavior is in tension with the cohesion behavior, for instance.
However, there are no notions of seeking status or innovation in
these models.

2. Innovation models (Watts & Gilbert, 2014a) have agents that can
learn and act according to their current knowledge. Agents also
exchange knowledge and create new knowledge. However, there
is no specific idea of collectivity in these models. The set of
agents involved in innovation is predetermined.

3. The minority game (Challet, Marsili, & Zhang, 2013) is one
example from a large literature. This model, also called the El
Farol Bar model, has agents who wish to go to the bar, but only
when a minority of the other agents also choose to go there. The
agents decide based on their own past experience of the number
they previously encountered at the bar. Each agent has several
strategies that he or she uses in combination with his or her
memory of the outcome of recent trips to the bar to decide
whether to visit the bar at the current time step. The strategies are
scored according to their success (such as whether the bar is
overcrowded when the agent arrives), and unsuccessful
strategies are dropped. Over time a dynamic equilibrium can be
established, with the number of agents at the bar matching the
threshold that agents use to judge that there are too many agents
there. This model has some features of the problem addressed
here, but there is no representation of a collectivity.

The Model

The collectivities model consists of a surface over which agents are
able to move. The surface is a toroid with each point representing
one particular body of knowledge or set of beliefs. The agents thus
move, not in a representation of physical space, but rather in
knowledge space. Although it may be oversimplifying to represent a
knowledge space in two dimensions (more exactly, on the surface of a
toroid), it makes for easier visualization.

An agent’s movement in the knowledge space represents its change



in knowledge. Thus, if an agent imitates another agent, it would move
toward that agent in the knowledge space, whereas if it innovates and
discovers knowledge that other agents do not have, it would move
away from other agents into previously empty areas.

Agents are initially distributed at random on the surface. Agents have
no memory of their own or other agents’ previous positions. Each
agent does the following:

1. It counts how many other agents there are in its immediate
neighborhood.

2. If the number of agents is above a threshold, the agent turns to
the direction opposite to the average direction of travel of other
nearby agents and then moves a random distance.

3. If the number of agents is equal to or below the threshold, the
agent looks around the locality to find a relatively full area and
then moves a random distance from its present location in the
direction of the center of that area.

Each agent acts asynchronously, repeating this sequence of actions
indefinitely. There are four parameters required by this algorithm (see
Figure 3.1):

1. The radius of the circular area surrounding an agent within which
the number of agents is counted to determine whether the agent
is crowded or lonely (local-radius).

2. The threshold number of agents below which the agent is lonely
and above which the agent is crowded (threshold).

3. The radius of the circular area surrounding an agent in which the
agent, if lonely, counts the number of agents to find where there
is a maximum or, if crowded, finds the average direction of agent
movement in order to determine the direction in which it is to
move (visible-radius).

4. The distance that an agent moves; the distance is chosen
randomly from a uniform distribution with this parameter as the
maximum (speed).



Description

Figure 3.1 Local-Radius and Visible-Radius in the
Collectivities Model



Descriptions of Images and Figures
Back to Figure

This illustration has two concentric circles. The inner circle is labeled
local-radius and the other circle is labeled visible-radius. The middle of
the inner circle has a dark star labeled, ego. There are four stars in the
outer circle – two on the bottom left and right and two grouped
together on the top left. The star in the bottom left is labeled, another
agent.



CHAPTER 4 DEVELOPING AN
AGENT-BASED MODEL



4.1 Modeling Toolkits, Libraries, Languages,
Frameworks, and Environments
In this chapter we will consider how, having designed a model, one
can implement it in programming code and how one can then check
that the design and the code are correct.

Although some modelers build their agent-based models using only a
conventional programming language (most frequently Java, although
any language could be used), this is a difficult way to start. Over the
years, it has become clear that many models involve the same or
similar building blocks with only small variations. Rather than
continually reinventing the wheel, commonly used elements have
been assembled into libraries or frameworks that can be linked into
an agent-based program. The first of these to be widely used was
Swarm (http://www.swarm.org/); although this is now more or less
completely superseded, its design has influenced more modern
libraries, such as Repast (https://repast.github.io/) (North, Collier, &
Vos, 2006) and Mason (https://cs.gmu.edu/~eclab/projects/mason/)
(Luke, Cioffi-Revilla, Panait, Sullivan, & Balan, 2005). There is also
AnyLogic (https://www.anylogic.com/features/), which provides tools
not just for agent-based modeling, but also for system dynamics and
discrete event simulation. Repast and Mason are open-source,
meaning that they are available for free download and noncommercial
use, while AnyLogic is a commercial product. These libraries are
written in the Java programming language and so link most easily to
models that are also written in Java, but they can also be used with
other languages. They all provide a similar range of features, such as
the following:

A variety of helpful example models.

A sophisticated scheduler for event-driven simulations.

http://www.swarm.org/
https://repast.github.io/
https://cs.gmu.edu/~eclab/projects/mason/
https://www.anylogic.com/features/


Several tools for visualizing on screen the models and the spaces
in which the agents move.

Tools for collecting results to a file for later statistical analysis.

Ways to specify the parameters of the model and to change them
while the model is running.

Support for network models (managing the links between agents).

Links from the model to GISs so that the environment can be
modeled on real landscapes.

A range of debugged algorithms for evolutionary computation
(Section 2.5), the generation of random numbers, and sensitivity
analysis.

Can be run on Windows, macOS, or Linux.

In addition, each of them has its own special features (see Table 4.1
in the appendix to this chapter).

Many person-years of effort have gone into the construction of these
libraries and using them can greatly reduce the time taken to develop
a model and the chance of making errors. However, they are large
software packages best suited to those with experience in
programming and, even so, it can take some practice before one can
take full advantage of the wide range of features they offer.

More suited to the beginner are modeling environments that provide
complete systems in which models can be created and executed, and
the results visualized, without leaving the system. Such environments
tend to be much easier to learn, and the time taken until one has a
working model can be much shorter than it would be if one were using
the library approach. However, the simplicity comes at the price of
less flexibility and slower speed of execution. It is worth investing time
to learn how to use a library-based framework if you need the greater



power and flexibility they provide, but often simulation environments
are all that is needed. NetLogo (Wilensky, 1999), CORMAS (Bommel,
Becu, Le Page, & Bousquet, 2016), and GAMA (Grignard et al., 2013)
are examples of simulation environments.

Environments primarily intended for other purposes can also be used
for simulation, sometimes quite effectively. For example, simple
simulations can be created using the spreadsheet package Microsoft
Excel, and the free, open source statistics package R (https://www.r-
project.org/) can be useful for models that involve processing large
amounts of data. Several significant agent-based models have been
constructed using the mathematical packages MatLab
(https://uk.mathworks.com/products/matlab.html) (e.g., Thorngate,
2000) and Mathematica (http://www.wolfram.com/mathematica/) (e.g.,
Gaylord & D’Andria, 1998). Nevertheless, an environment designed
specifically for agent-based modeling is usually the first choice.

Currently, the most popular agent-based simulation environment is
NetLogo (Wilensky, 1999). It includes a user interface builder and
other tools such as a system dynamics modeler. It is available free of
charge for use for educational and research purposes
(http://ccl.northwestern.edu/netlogo/). It will run on all common
operating systems: Windows, macOS, and Linux. NetLogo has an
active user community that answers users’ questions quickly and
thoroughly and has users at all levels of education and in the natural
as well as the social sciences.

https://www.r-project.org/
https://uk.mathworks.com/products/matlab.html
http://www.wolfram.com/mathematica/
http://ccl.northwestern.edu/netlogo/


4.2 Using NetLogo to Build Models
In the remainder of this book we will use the agent-based simulation
environment NetLogo (Wilensky, 1999). NetLogo, like the other
environments and libraries mentioned above, is undergoing
continuous development, with a major new version appearing more
frequently than annually. Wilensky and his team strive to make their
improvements to NetLogo upwards compatible, meaning that any
corresponding changes needed in your or others’ programs are made
automatically when you load the code, or may require only minor
editing.

The NetLogo system presents the user with three tabs: the Interface
tab, the Information tab, and the Code tab. The Interface tab is used to
visualize the output of the simulation and to control it (see Figure 4.1),
the Information tab provides text-based documentation of what the
simulation is for and what should be observed, and the Code tab is
where one writes the simulation program using a special language
specific to this environment (the NetLogo language). NetLogo is based
on the programming language Logo (Papert, 1983), which was
designed for teaching young children about the concepts of
procedures and algorithms and was originally used to control small toy
robots called turtles. In memory of its origins, NetLogo’s agents are
still called turtles.

The Interface tab includes a black square called the view, which is
made up of a grid of patches. This is the spatial environment in which
the agents move: A simulation program can instruct agents to move in
any direction from patch to patch, and the agents will be visible on the
view (see, e.g., Figure 4.3; the small triangles on the view are agents).
Usually, the NetLogo environment is configured so that the left-hand
edge joins on to the right-hand one and the top edge to the bottom, so
that if an agent moves off the left-hand side of the view, it immediately
reappears at the right-hand side (the environment is topologically
equivalent to the surface of a toroid, a donut-shaped solid). Patches



start colored black but can easily be recolored so that, for example,
one could create a contour map. The number of patches in the view
can also be configured: When NetLogo starts, the view consists of 33
by 33 patches, but the number can be increased to many thousands.

Description

Figure 4.1 The NetLogo Interface



A NetLogo program has three parts. First, there is a section that says
what kinds of agents there will be and names the variables that will be
available to all agents (the global variables). Second, there is a setup
procedure that initializes the simulation. Third, there is a go procedure,
which is repeatedly executed by the system in order to run the
simulation. Figure 4.2 shows a very simple example to give a flavor of
a NetLogo program in which 10 agents are created and move
randomly around indefinitely.

In this program there are no global variables, so the program starts
with the setup procedure. Any turtles left from a preceding run are
cleared away, and 10 new turtles are created (these are placed in the
center of the NetLogo view). The go procedure tells each turtle (agent)
to carry out the commands within square brackets: First, turn to the
right (i.e., clockwise) by a random number of degrees, and then move
one unit forward, where the unit is the length of the side of a patch.
Each turtle moves independently of the others, all at the same time.
(Because NetLogo runs on an ordinary computer, the agents cannot
all operate at precisely the same time, but NetLogo makes it look as
though they do by using an asynchronous random update; see
Section 2.3.)



Description

Figure 4.2 A NetLogo Program to Create 10 Agents and
Make Them Move at Random

To run this program on your own computer you would need to
download and start up NetLogo. Then click on the Code tab and type
in the lines of code shown in Figure 4.2. Move back to the Interface



tab. Click on the Add icon at the top and then on the white area next to
the view. NetLogo will open a dialog box. Type setup into the
Commands field and click OK. This will draw a button labeled “setup.”
Then do the same for a go button, also setting the check box Forever
to on. (This will cause the go procedure to be executed in a loop when
the go button is clicked, continuing until the button is clicked a second
time to stop the run.) Clicking on your setup button will create 10
turtles, shown piled on top of each other in the center of the view.
Clicking on the go button will send the agent turtles darting around the
view, following a random trajectory. Click on the go button again to
stop the program. The NetLogo interface should then look similar to
Figure 4.3.

Although this is a very simple example, it does give an idea of how
quickly one can develop agent-based simulations in an environment
like NetLogo. The graphics for buttons (and sliders, switches, etc.) to
control a simulation are available through drag and drop. The view
offers many possibilities for the visualization of agents and their
environment without doing any programming. NetLogo will also show
dynamically changing plots of output variables on the Interface tab.
Although the NetLogo programming language is somewhat different
from the usual procedural languages, it is both powerful and (mostly)
elegant, with the result that complex simulations can be programmed
in surprisingly few lines of code.



Description

Figure 4.3 The Simple Program Running

There is not enough space in this book to provide a detailed tutorial on
NetLogo, but the system includes a good built-in tutorial (located
under the Help menu) and comes with a large number of
demonstration and example models, some of which are relevant to



social science.



4.3 Building the Collectivities Model Step by
Step
Chapter 3 introduced the collectivities model. In brief, this is a model
that simulates the dynamic creation and maintenance of knowledge-
based formations such as communities of scientists, fashion
movements, and subcultures. The model’s environment is a spatial
one, representing not geographical space but rather a knowledge
space in which each point is a different collection of knowledge
elements. Agents moving through this space represent people’s
differing and changing knowledge and beliefs. The agents have only
very simple behaviors: If they are lonely (i.e., far from a local
concentration of agents) they move toward the crowd. If they are
crowded, they move away.

Thus, formally, there are two agent behavior rules:

Condition Action

The agent is lonely. Move toward the crowd.

The agent is crowded. Move away from the crowd.

The first step in building the model is to make some basic decisions
about the agents and the environment. The model specification
implies that there will be only one type of agent and that the agents
will move about in a space. We need to decide the dimensionality of
this space: For simplicity, we will use a two-dimensional grid that can
be mapped directly onto NetLogo’s view. To avoid special effects that
might occur at the edges of the grid, we will use a toroid, which has no
edges. This is the default arrangement for NetLogo, so nothing extra



is required.

Next, it is helpful to lay out the logic of the model, either graphically or
in pseudo-code. To show the logic graphically, it is convenient to use
the Unified Modeling Language (UML), a means of representing
programs that has been developed as a way of communicating
software independently of the details of programming languages
(Bersini, 2012; Fowler, 2003). UML provides a range of standardized
diagrams that can be used to show the class hierarchy of the objects
in the program; a sequence diagram that shows how one thing leads
to the next; and an activity diagram, which is similar to a flowchart.
UML is very good for describing a model in, for example, a published
paper, but the collectivities model is so simple that UML is hardly
necessary: There is only one class (for the agents) and only two agent
actions (move forward and turn around).

With such a simple model an alternative approach is more helpful:
Use pseudo-code, an informal mixture of natural language and
programming conventions that makes the structure and flow of a
program clear without requiring the reader to be familiar with any
particular programming language. Figure 4.4 shows the collectivities
program in pseudo-code.

The program is in two parts: the initialization (called Setup in NetLogo)
and the execution (Go in NetLogo). The indentation of the pseudo-
code helps to clarify which lines go with which. For example, the
program loops repeatedly carrying out the lines between Loop forever
and End loop. Constant parameters of the model are shown in italics
in Figure 4.4.



Figure 4.4 The Collectivities Program in Pseudo-Code

Once one has a pseudo-code version of the program, it is relatively
easy to translate it into a programming language such as NetLogo; the



results of doing so are shown on the Web at
https://study.sagepub.com/researchmethods/qass/gilbert-agent-
based-models-2e, where there is also a step-by-step explanation of
every line of the program. The model is also available at the
OpenABM Web site (Gilbert, 2019).

Running the model shows that the initial uniform random distribution of
agents separates into clumps, in which some agents are central and
others are distributed around them. The central agents are crowded,
and so move. In doing so, they shift the centroid of the clump slightly
and may make other agents either crowded or lonely, and they too will
move. Thus, the clump of agents, although remaining together for long
durations (as measured in time steps), drifts across the view. Lonely
agents move toward the clump, sometimes joining it and sometimes
continuing to trail behind it. The clumps never merge.

Figure 4.5 illustrates a typical snapshot. In this figure, agents that are
crowded are a dark gray and those that are lonely are a lighter gray.

https://study.sagepub.com/researchmethods/qass/gilbert-agent-based-models-2e


Description

Figure 4.5 Snapshot of the Simulation

Comparing the behavior of this model with the features of collectivities
described in Section 3.2, we see the following:

1. When we run the model, we see clumps, but drawing a boundary



around clumps involves some arbitrary definition, perhaps in
terms of local densities of agents.

2. Although a definition of which agents are in and which are out of a
clump is possible (e.g., in terms of the distance to the nearest
neighbor), any such definition seems arbitrary.

3. Agents in the same clump are close together and so could be
thought of as sharing some aspects of their knowledge.

4. The location of the clump, as indicated by the position of its
centroid, is constantly changing as some agents move more
closely into the clump and others seek new, less-crowded
locations.

5. Some agents consider themselves to be crowded, and these
behave differently from the other agents in the clump (by
innovating or trying to find less-crowded positions by moving
through the knowledge space). These agents are located more
centrally in the clumps and are influential in setting the direction of
travel of the other agents.

The features of collectivities that we observe in society thus emerge in
the model as a result of the behavior of the agents. Although other
microlevel actions could produce the same or similar macrolevel
patterns (Gilbert, 2002), it is useful to know that these do yield the
macrolevel behavior that we observe. Specifically, we can conclude
from the model that if

1. agents change their ideas in knowledge-space in response to
over-crowding (Mulkay & Turner, 1971),

2. some ideas and some agents are considered to be high status or
important, and

3. agents are motivated to copy and adopt those ideas or a variation
on them, then the phenomenon we have described as a
collectivity will emerge from the agents’ behavior.

A more detailed comparison of the model output with empirical data is
not appropriate for this abstract model (see Section 4.5.5). The value
of abstract models is twofold: They can account for the generation of
particular phenomena, following Epstein’s maxim that “to explain



macroscopic social patterns, we generate—or ‘grow’—them in agent
models” (Epstein, 2007, p. 50); and they can help to highlight
commonalities and differences between phenomena that otherwise
might be considered incomparable. A better criterion for this model’s
success is therefore the degree to which it generates further
theoretical questions or informs middle-range theory that can be
empirically validated. For example, the model suggests the question,
“What are the significant similarities and differences between punks
and scientists, given that their social formations can be re-created
using the same generic model?” It does seem that there are many
areas of social life where similar microlevel behaviors may be found
and correspondingly many emergent collectivities, and so this model
may be applied to account for a wide range of social phenomena.



4.4 Verification: Getting Rid of the Bugs
You should assume that, no matter how carefully you have designed
and built your simulation, it will contain bugs (code that does
something different from what you wanted and expected). When you
first run a new simulation model, it is likely that it will have many bugs,
most of them easily observable because the simulation gives
anomalous results or crashes. More worrying, it is quite likely that
even when you have worked on the code to remove the obvious bugs,
some will still lurk to catch you unaware. As a rule of thumb, think of
the number of bugs remaining as following a negative exponential—
the number decreases rapidly at first, but then levels off and never hits
zero. Even published simulations sometimes suffer from bugs and
misinterpretations (e.g., see Edmonds & Hales, 2003; Galan &
Izquierdo, 2005; Rouchier, 2003). Checking that code does not have
bugs is called verification.

There are techniques for reducing the chances of including bugs and
for making finding them easier. Here are some:

Code elegantly. When you are writing the simulation program, do
it carefully and steadily. Do not rush to get the code working and
do not take shortcuts. Any time saved will be lost in extra time
needed for debugging. Using an object-oriented language and
using variable names that are meaningful in the context of your
model will help.

Include lots of output and diagnostics. It will be difficult to find
bugs in sections of code that give no output to show what is
happening as the program runs. You should not be satisfied with
only displaying the results of the simulation; at least during the
debugging phase, you will need to display intermediate values
also. Some care will be needed to decide what to display so that
you get useful clues, but are not so overwhelmed that you cannot



find these clues because of the amount of other output in which
they are buried.

Code walkthrough, step by step. Run the code one line or one
function at a time, observing how the values of variables,
parameters, and attributes change and then checking that they
alter in the expected way. Although this process can be slow and
tedious, it does help to ensure that the code is doing what was
intended, at least for the runs that are observed. Often,
programming environments provide features to make stepping
through code easier to manage.

Add assertions. If you know that variables must take some values
and not others, check for valid values as the simulation runs, and
display a warning if the value is out of range; such checks are
known as assertions. For example, if two agents cannot occupy
the same spatial location at the same time, there should be a
check whether this requirement is being violated at every time
step.

Add a debugging switch. You may worry that all the code needed
to identify bugs, such as assertions and diagnostics, will slow
down the simulation unacceptably. Include a global variable in
your program that can be set to a debugging level: from none to
maximum. Precede each debugging statement with a test of this
variable to see whether the statement should be run at the current
debugging level. In some languages it is possible to achieve the
same effect with conditional compilation.

Add comments and keep them up to date. All programming
languages allow you to insert comments—text for programmers to
read that is not executed as program code. Use this feature to
add comments to every function, procedure, method, and object.
The comments should describe what the following block of code
does and how it does it, but at the conceptual level, not at the
implementation level (i.e., do not paraphrase the program code,
but state what the code is intended to achieve). As a rule of
thumb, there should be about one third as many lines of



comments as there are lines of code. Comments can easily
become obsolete, describing the program as it used to be, rather
than as it is. Reserve some time to update the comments at
regular intervals. In writing comments, assume that the reader is
someone who can program as well as you can, but who knows
little or nothing about your model. After a couple of months away
from the program, this may be a good description of you, so do
not avoid writing comments with the excuse that no one else will
see your code.

Use unit testing. Unit testing is an increasingly popular software
engineering technique for reducing bugs (Fröhlich & Link, 2003).
It consists of writing some test code to exercise the program at
the same time as you write the code itself. The idea is to develop
the program in small, relatively self-contained pieces, or units. A
test harness is created that will supply the unit with a sequence of
inputs and that will check the results against a list of expected
outputs. The test harness then automatically runs through each
input, checking that the expected output is, in fact, generated.
Once the unit has passed all its tests, you can move on to writing
the next unit. This may involve making some changes to the first
unit, which must then be put through its test sequence again to
ensure that the changes have not introduced any new bugs.
When many units have been written, the test harness is used to
automate performing all the tests on all the units, thus giving
some guarantee that bugs have not inadvertently crept in as a
result of developing the code. As the program develops,
additional tests should be written to verify assemblies of several
units and the interaction between them.

Test with parameter values for known scenarios. If there are any
scenarios for which the parameters and the output are known with
some degree of certainty, test that the model reproduces the
expected behavior. This is the test that most people carry out first
on a model, but it is a rather weak test and, by itself, will not give
much confidence that the simulation is free of bugs.



Use corner testing. Test the model with parameter values that are
at the extremes of what is possible and ensure that the outputs
are reasonable. (The name “corner testing” comes from the idea
that such parameter values mark the corners of a parameter
space enclosing all possible parameter values.) For example, test
to see what happens when your simulation is run without any
agents and when it is run with the maximum number that your
model allows.

There is further excellent advice about how to do scientific computing
in Wilson, Bryan, Cranston, Kitzes, Nederbragt, and Teal (2016).



4.5 Validation
Once one has developed an agent-based model, it seems obvious
that it needs to be checked for validity—that is, whether it is, in fact, a
good model of what it purports to represent. However, both the theory
and the practice of validation are more complicated, and more
controversial, than one might at first expect. The issues are related to
the various objectives aimed at by modelers, which imply different
criteria for validation, and the sheer difficulty of acquiring suitable
social science data in sufficient quantity to allow systematic validation
(Troitzsch, 2004). We begin by considering the conceptual issues
before discussing some techniques for carrying out validation.

Agent-based models can be directed primarily at formalizing a theory
(e.g., Schelling’s residential segregation model; see Chapter 1), in
which case the model is likely to be pitched at a very abstract level; or
they can be aimed at describing a wide class of social phenomena,
such as the development of industrial districts or the behavior of
consumers; or they can be intended to provide a very specific model
of a particular social situation, such as some of the models of
electricity markets mentioned in Chapter 1, where the precise
characteristics of one market, including the location of power plants
and pattern of consumer demand, are relevant. Each type of agent-
based models requires a different approach to validation (Boero &
Squazzoni, 2005).

4.5.1 Abstract Models

The aim of abstract models is to demonstrate some basic social
process that may lie behind many areas of social life. A good example
is Epstein and Axtell’s pioneering book on Growing Artificial Societies
(Epstein & Axtell, 1996), which presents a series of successively more
complex models of the economics of an artificial society. Another
example is the model of collectivities introduced earlier in this chapter.



With these models there is no intention to model any particular
empirical case, and for some models it may be difficult to find any
close connection with observable data at all. For example, Schelling’s
model is usually built on a toroidal regular grid with agents
dichotomized into two classes (e.g., red and green). These
characteristics of the model are plainly not intended as empirical
descriptions of any real city or real households. How then might such
models be validated?

The answer is to see such models as part of the process of
development of theory, and to apply to them the criteria normally
applied to evaluating theory. That is, abstract models need to yield
patterns at the macro level that are expected and interpretable; to be
based on plausible microlevel agent behavioral rules; and, most
important, to be capable of generating further, more-specific or
middle-range theories (Merton, 1968). It is these middle-range
theories and the models based on them that may be capable of
validation against empirical data. If an abstract model has been
created using a deductive strategy, there will already be some
hypotheses about the agent’s behavior and about the macrolevel
patterns that are to be expected. The first validation test is therefore to
assess whether the model does indeed generate the expected
macrolevel patterns. A more thorough test would be to see what
happens when parameters of the model are systematically varied (see
Section 4.6.6, on sensitivity analysis). One would hope that either the
macrolevel patterns persist unchanged with variation in parameters,
or, if they do change, that the changes can be interpreted. For
example, in Schelling’s model one can alter the tolerance level of the
agents. At low values of tolerance, households rarely find a spot
where they are happy, and the simulation takes a long time to reach a
steady state, if it ever does. At sufficiently high values of tolerance,
households are satisfied whatever the color of their neighbors and the
initial random distribution hardly changes.

Once these basic tests have been passed, one can evaluate whether
the model can be used to inform theories about specific social
phenomena, and then test those theories. For example, if one uses



the Schelling model to explain ethnic segregation, one needs to start
developing the theory to include the other factors that are of
undoubted importance in location decisions in urban areas, including
affordability and availability of the housing stock, the presence of more
than two ethnic groups and people who belong to none or more than
one, and the functional form of ethnic attitudes. Bruch and Mare
(2006) suggest that the segregation effect in the Schelling model
depends on the agents having a dichotomous attitude of being either
happy or unhappy, and that clustering does not result if agents have a
smoothly continuous attitude ranging from very unhappy to very
happy.

4.5.2 Middle-Range Models

Models such as those mentioned in Chapter 1 that simulate consumer
behavior, industrial districts, or innovation networks are intended as
middle-range simulations. They aim to describe the characteristics of
a particular social phenomenon, but in a sufficiently general way that
their conclusions can be applied widely to, for example, most industrial
districts rather than just one.

The generic nature of such models means that it is not usually
possible to compare their behavior exactly with any particular
observable instance. Instead, one expects to be satisfied with
qualitative resemblances. This means that the dynamics of the model
should be similar to the observed dynamics and that the results of the
simulation should reveal the same or similar statistical signatures as
observed in the real world; in other words, the distributions of
outcomes should be similar in shape (Moss, 2002).

For example, the firms that one finds in innovation networks have
collaborative links with other firms in the same industrial sector. If one
counts the number of partners of each firm and plots the log of the
number of partners against the log of the number of firms with that
many partners, the graph is approximately a straight line with constant
slope (e.g., Powell, White, Koput, & Owen-Smith, 2005, Fig. 3). A



linear relationship between logged variables is the statistical signature
of a power law, and it is characteristic of many social networks, from
utility power networks to the World Wide Web (Barabási, 2003). We
would expect that a simulation of an innovation network would also
show a power law distribution of interfirm links with a similar slope.

An example of a middle-range model is Malerba, Nelson, Orsenigo,
and Winter’s (2001) work on the computer industry. They describe
their model as history friendly (Windrum, Fagiolo, & Moneta, 2007), by
which they mean that while the model does not reproduce the exact
history of the computer industry, it does

capture in a stylized and simplified way the focal points of an
appreciative theory about the determinants of the evolution of
the computer industry. It is able to replicate the main events
of the industry history with a parameter setting that is
coherent with basic theoretical assumptions. (Malerba et al.,
2001, para. 6.1)

They also note, “Changes in the standard set of parameters actually
lead to different results, ‘alternative histories’ that are consistent with
the fundamental causal factors of the observed stylized facts”
(Malerba et al., 2001, para. 6.1).

4.5.3 Facsimile Models

Facsimile models are intended to provide a reproduction of some
specific target phenomenon as exactly as possible, often with the
intention of using it to make a prediction of the target’s future state, or
to predict what will happen if some policy or regulation is changed. For
example, a business may be interested in finding the consequences
for their inventory level of reducing the interval between sending out
restocking orders. It is likely to require a model that precisely
represents all their suppliers, the goods each supplies, and the unit



quantities of those goods in order to be able to make reasonable
predictions. Another, very different, example is the work by Axtell and
colleagues (2002) and Swedlund, Sattenspiel, Warren, and
Gumerman (2015) on the Anasazi Indians in the American Southwest.
These people began maize cultivation in the Long House Valley in
about 1800 BC but abandoned the area 3,000 years later. Axtell and
colleagues’ model aimed to retrodict the patterns of settlement in the
valley and match this against the archaeological record, household by
household.

If such exact matches can be obtained, they would be very useful, not
only as a powerful confirmation of the theory on which the model is
based, but also for making plausible predictions. However, there are
reasons for believing that simulations that exactly match observations
of specific phenomena are likely to be rare and confined to rather
special circumstances. Most social simulations contain some element
of randomness. For example, the agents may have initial
characteristics that are assigned from a random distribution. If the
agents interact, their interaction partners may be selected randomly,
and so on. The effect of this is that running the model several times
will yield different results each time. Even if the results are only slightly
different, the best one can hope for is that the most frequent outcome
—the mode of the distribution of outputs from the model—corresponds
to what is observed (Axelrod, 1997a; Moss, 2002). If it does not so
correspond, one might wonder whether this is because the particular
combination of random events that occurred in the real world is an
outlier and whether, if it were possible to rerun the real world several
times, the most common outcome would more closely resemble the
outcome seen in the model.

4.5.4 Complexity

Related to randomness is the idea of complexity. In the technical
sense of the word, complexity is found in systems where there are
many diverse interacting components with nonproportional
interactions between them. Some physical systems are complex, such



as the earth’s climate; many ecological systems and social systems,
such as organizations, are almost always complex. Many systems are
not only complex, but also adaptive, meaning that the components
change or learn in response to changes in their environments. Agent-
based models are well suited to modeling complex systems, because
the components can be represented as agents. Two important
implications of a system being complex are that the behavior of the
system as a whole is often emergent—that is, not merely the
aggregation of the behavior of the components—and that the
trajectory of the system over time may be impossible to predict
precisely. As an example of the former, the behavior of an
organization such as a firm is not simply the sum of the individual
activities of its employees but depends on the structure of the
organization and how the employees interact. A commonly cited
example of the impossibility of precise predictions of the future path of
a complex system is that accurate weather forecasts cannot be made
beyond a horizon of about 10 days, no matter how powerful the
computer used to make them. Similarly, the precise value of a stock
exchange index is impossible to predict far ahead.



4.6 Techniques for Validation
Two areas need to be examined when validating models: first, the fit
between a theory and the model of that theory, and second, the fit
between the model and the real-world phenomenon that the model is
supposed to simulate.

4.6.1 Comparing Theory and the Model: Sensitivity
Analysis

The fit between a theory and its model is best evaluated by using the
theory to derive several propositions about the form of the
relationships expected between variables, and then checking whether
the expected distributions do, in fact, appear when the model is run
using a variety of parameter settings (Grimm & Railsback, 2012).
Each of the parameter settings corresponds to an assumption made
by the model. One should aim to check each of the settings either by
measuring the value from empirical data or by conducting a sensitivity
analysis. Although measuring the value is preferable, there will be
many parameters that cannot be checked empirically, and for these
some form of sensitivity analysis is essential. For example, models of
science and technological innovation often involve representing the
flow of knowledge between agents, but rate of knowledge transfer is in
practice impossible to observe in the world, although it may be
possible to measure within the model.

Sensitivity analysis is aimed at understanding the conditions under
which the model yields the expected results. For example, with the
opinion dynamics model described in Chapter 1, one might ask, “How
extreme do the extremists have to be for all the agents eventually to
join one of the extreme parties?” To find out, one needs to run the
simulation for a series of values of the uncertainty parameter, perhaps
ranging from 0.5 to 1.0 in steps of 0.1 (i.e., six runs). But the model
includes random elements (e.g., the order in which agents meet and



exchange opinions is random), so one should not be content with just
six runs, but should perform several runs for each value of the
uncertainty parameter to obtain a mean and variance. If one does 10
repetitions for each parameter setting, we would need to carry out 60
runs. (The number of repetitions needs to be chosen with the amount
of variation in mind, so that one gets a statistically meaningful result.)

To make matters worse, most models include many parameters, and
their interaction may affect the simulation (e.g., the number of
extremist groups that emerge depends on both the uncertainty of the
extremists and the distribution of extremists across the political
spectrum, the parameters having an effect both independently and in
combination), so that ideally one would want to examine the output for
all values of all parameters in all combinations. Even with only a few
parameters, this can require an astronomical number of runs and thus
is not a practical strategy.

If we think of the range of each parameter as lying on an axis, the set
of all parameters defines a multidimensional parameter space, in
which each point corresponds to one combination of parameter
values. The scale of the task in doing a full sensitivity analysis can
then be quantified as the volume of this space, and any way of cutting
down the space will reduce the number of simulation runs needed.
One obvious way is to use prior empirical knowledge to restrict the
range of as many parameters as possible. For instance, we might
know that a parameter, although theoretically capable of taking any
value between 0 and 100, in fact is never observed to have a value
greater than 10. Alternatively, we can limit the applicability of the
model by constraining the range of values we test: We may state that
the model applies only if the parameter is somewhere between 5 and
10 and not investigate what happens when it is outside this range.

Another approach, which can be used in combination with limiting the
range of parameters, is to sample the parameter space. Instead of
performing simulation runs at every point in the space, we use only
some points. These points may be chosen randomly or purposively to
inspect combinations that we think are particularly interesting or that



are close to regions where major changes in the simulation’s behavior
are expected (phase changes).

The choice of which parameters to analyze and which variables to
observe can be informed by suggestions from the literature on the
Design of Experiments (Kleijnen, 2015; Lorscheid, Heine, & Meyer,
2012). This literature was originally concerned with the design of
agricultural experiments to identify the best plant breeds but has now
grown to encompass all kinds of experiments, including simulation
experiments. Using Design of Experiments one can reduce the
number of simulation runs and maximize their effectiveness by a
careful and systematic choice of what parameters to vary and by how
much, and how many simulations to carry out.

A sophisticated version of this approach uses a learning algorithm,
such as the genetic algorithm (see Section 2.5) to search the space to
identify regions where some output variable or variables take their
maximum or minimum values (Chattoe, Saam, & Möhring, 2000). It is
also possible to reverse the process: Instead of varying an input
parameter or parameters and observing what changes in the output,
one can identify the output behavior one is interested in and search for
the combination of input parameters that most strongly generate that
output, an approach called Query-Based Model Exploration
(Stonedahl & Wilensky, 2011).

Because agent-based models are stochastic—that is, the calculations
involve random numbers—the outcome from one run may not be the
same as the outcome from the next. Normally, one carries out many
runs and then takes the mean outcome, averaging over all the runs.
But how many runs should one use? The conceptually simplest
answer to this question is to plot the cumulative mean outcome and its
standard error (the standard deviation of the mean divided by the
square root of the number of runs) against the number of runs so far.
Typically, the mean will converge to a stable value, and the standard
error of the mean will decrease as more and more runs are added in.
Then, one stops the runs when the standard error has decreased to
the point where the 95% confidence interval around the mean (which



is the mean +/–1.96 * standard error) is sufficiently small for the
purpose at hand. Ritter, Schoelles, Quigley, and Klein (2011) explain
this well using a psychological simulation based on ACT-R (see
Section 2.1.1). Lee and colleagues (2015) discuss other, more-
sophisticated methods for determining minimum numbers of runs.

4.6.2 Comparing the Model and Empirical Data

As discussed in the previous section, not all models are expected to
match empirical data; there may be no data available to compare with
models whose objective is the development of theory, and no reason
to conduct empirical tests. For middle-range models the criterion is
whether the simulation generates outputs that are qualitatively similar
to those observed in the social world, but a quantitative match is not
expected. It is only with what we have called facsimile models that
there are stringent requirements for comparison between data
obtained from the simulation and empirical data. This section
considers some ways of carrying out such comparisons.

Social scientists are well used to comparing data obtained from
models and data collected from the social world. This is what is being
done implicitly every time one calculates an R2 (the coefficient of
determination) in an ordinary linear regression (Field & Iles, 2016;
Fielding & Gilbert, 2005). The model in this case is the regression
equation, which computes the predicted values of the dependent
variable. Similarly, one can measure the fit between the values of a
variable that are output from a simulation model and the values
observed empirically (this is, in fact, just the correlation coefficient
between the two sets of values). However, this simple procedure
makes several strong assumptions that, although often satisfied for
linear regressions, are much less likely to be appropriate for
simulation models. These include that the error is approximately
normally distributed, but this is often not the case with agent-based
models. There are standard techniques for checking normality (e.g.,
residual plots) and for managing nonlinearity (e.g., take logs and use
nonparametric statistics) that are described in statistics textbooks



(e.g., Huet, Bouvier, Poursat, & Jolivet, 2004).

One important characteristic of simulation models is that the values of
output variables change as the simulation runs. For example, in a
model of consumer behavior the number of purchasers of one brand
might be observed growing from zero to a majority during a simulation.
The growth trend might then be compared with the growth in sales of
an actual product. This can be done visually, comparing both time
series, but this can be difficult if there are time lags or different time
scales in the two series. A useful technique to deal with this is
dynamic time warping (Lee et al., 2015). One can also use statistical
techniques to compare time series, although one must allow for the
fact that there is autocorrelation: the value at time t + 1 is not
independent of the value at time t. Statistical procedures called
AutoRegressive Integrated Moving Average (ARIMA) can be used to
compare such time series (Chatfield, 2004).

One also needs to consider what outputs should be validated against
data. A helpful way of considering this is known as pattern-oriented
modeling (Grimm & Railsback, 2012). In the context of validation, the
idea is that one should look for patterns in the simulation and check
that each of these patterns is matched in both data and simulation
output. A pattern is a relationship between two or more variables, or a
spatial or temporal arrangement. For example, if one wanted to
validate a segregation model (see Section 1.2.2), one might first look
at the patterns of clustering of households by ethnicity. But, in
addition, one could compare the distribution of household incomes
simulated in the model with the distribution found in a city; the
microlevel distribution of attitudes to ethnic minorities; the distribution
of location preferences of household; the number of house moves per
unit of time; and so on. The more of these patterns that match, the
stronger the evidence in favor of the model. While it is possible that a
model based on a quite erroneous theory of segregation might match
reality with respect to one of these patterns—for example, the
clustering of ethnic neighborhoods (due to equifinality; see Section
3.1)—it is unlikely that it will correctly match all of them. Although
pattern-oriented modeling makes strong demands on the availability of



data, it can be a powerful approach to validation. Windrum and
colleagues (2007) review other approaches to empirical validation,
from the perspective of economics.

Table 4.1 Comparison of some agent-based modelling libraries and environments

 Repast Simphony Mason

License GPL GPL

Documentation Limited Improving, but limited

User Base Large Moderate

Modeling
Language(s)

Java, Python Java

Speed of
Execution

Fast Fastest

Support for
Graphical User
Interface
Development

Good Good

Support for
Systematic
Experimentation

Yes Yes



Ease of
Learning and
Programming

Moderate Moderate

Ease of
Installation

Moderate Moderate

Further
Information

https://repast.github.io/ https://cs.gmu.edu/~eclab/projects/mason/

GPL: General Public License, http://www.gnu.org/copyleft/gpl.html
GIS: Geographical Information System

Having now discussed how one designs and develops a simulation
model, Chapter 5 considers what one can then do with the results of
simulation, including tips on project planning, publication, and making
an impact on policy.

Appendix: The Features of Simulation Libraries and
Environments

Table 4.1 compares several popular agent-based modeling
environments on several criteria, using admittedly subjective
judgments. None is ideal for all uses. To choose among them one
needs to consider one’s own expertise and experience in
programming, the likely complexity of the model, and the aims of the
project (e.g., Is the project very exploratory and the model likely to be
fairly simple? Or does the project intend to build a relatively
complicated model and exhaustively test its behavior against data?).
They all continue to be developed and are evolving quite rapidly, so
the information in Table 4.1 needs to be checked against the current
state of each of the systems. Other comparisons and reviews can be
found in Abar, Theodoropoulos, Lemarinier, and O’Hare (2017); Allan

https://repast.github.io/
https://cs.gmu.edu/~eclab/projects/mason/
http://www.gnu.org/copyleft/gpl.html


(2010); Castle and Crooks (2006); Gilbert and Bankes (2002);
Railsback, Lytinen, and Jackson (2006); Tobias and Hofmann (2004);
and at https://www.comses.net/resources/modeling-frameworks/ and
https://en.wikipedia.org/wiki/Comparison_of_agent-
based_modeling_software.

http://ccl.northwestern.edu/netlogo/
https://gama-platform.github.io/
https://www.anylogic.com/
http://cormas.cirad.fr/
https://www.comses.net/resources/modeling-frameworks/
https://en.wikipedia.org/wiki/Comparison_of_agent-based_modeling_software


Descriptions of Images and Figures
Back to Figure

There are three tabs on the top part of the window that read interface,
info and code from left to right. The interface tab is open.

The commands seen below the tab name read:

Edit (with a pencil can icon).

Delete (with a small garbage can icon).

Add (with a plus sign icon).

A button that reads abc, on the left side.

A scale a button at the center. The scale is labeled normal speed.

A checked box hat reads, view updates.

A button labeled continuous below the view updates title.

A button labeled settings at the end.

A blank dark box is seen in the next part of the window and it titled,
ticks:.

The bottom most section of the box reads, command center and has a
clear button on the topo right corner.

A field labeled observer> is seen below this section.

Back to Figure

This image has a banner above with options that read: Find… (with a
magnifying glass icon); check (with a check mark icon) and a button
labeled procedures with a down arrow head on the right end. The



eleven rows seen below this banner is replicated below:

1. to setup.
2. clear-all.
3. create-turtles 10.
4. end
5. 
6. to go.
7. ask turtles [.
8. right (random 360).
9. forward 1.

10. ].
11. end.

The numbers 1 and 6 have an option to collapse the rows below them
on the right. This option is seen as a minus sign in a square next to
both these row numbers.

Back to Figure

There are three tabs on the top part of the window that read interface,
info and code from left to right. The interface tab is open.

The commands seen below the tab name read:

Edit (with a pencil can icon).

Delete (with a small garbage can icon).

Add (with a plus sign icon).

A button that reads abc, on the left side.

A scale a button at the center. The scale is labeled normal speed.

A checked box hat reads, view updates.

A button labeled continuous below the view updates title.



A button labeled settings at the end.

A dark box is seen in the next part of the window and it titled, ticks:.
Ten arrow heads in two different colors are seen in this box and are
pointing in different directions. Most of them are in the middle and
lower parts of the box.

The bottom most section of the box reads, command center and has a
clear button on the topo right corner.

A field labeled observer> is seen below this section.

Back to Figure

The image on the top left shows the tip of a cluster of arrow heads in
two colors that predominantly point downward. Most of the arrows are
in color 1 (representing agents that are lonely) and a few are in color 2
(representing agents that are crowded).

The image on the top right has a cluster of arrows with most of the top
half of the cluster pointing inward and the five rows of arrow heads
from the center are seen as five lines pointing outward, below the
cluster. One arrow head in the center and a few on the top half are in
color 2 while the rest are in color 1.

The image on the lower left has a cluster of arrow heads which raise
from bottom to top and spreads outward on top. Most of the arrow
heads point up and are in color 1. Quite a few of the arrow heads
pointing upward are in color two, throughout the cluster.

The image on the bottom right has a small cluster of arrow heads,
arranged in a semicircle, mostly pointing up. All except five are in color
1. These five arrow heads are in color 2.



CHAPTER 5 USING AGENT-BASED
MODELS



5.1 Planning an Agent-Based Modeling Project
As with any research project, it is helpful to plan a simulation project
step by step in advance. Then you can be more confident that what
you plan is likely to be achievable, and you can take remedial action if
it becomes clear that you are falling behind schedule. Although most
simulation projects are not different in their essentials from projects
using other styles of research, there are some special features that
need attention.

Do not underestimate how long it takes. It is tempting to think only
about the time spent writing the code, but it often takes as long to
design a model as to code it, and frequently longer to debug a
program than to write it. Therefore, it is not being pessimistic to
estimate the time needed to write a program and then multiply
this by at least three to give the total time for model development.
Unless one is using a modeling environment such as NetLogo,
most of the programming will be taken up with the development of
the user interface and output display routines, not with coding the
model itself. This is one reason modeling environments are so
valuable—they can save a great deal of work.

Keep a diary. Ideas will occur to you at all stages of the project,
and you risk forgetting them unless you jot them down in a diary
or lab book. Pay special attention to problems that you encounter
while building the model: Difficulties that you initially assume are
just technical programming problems may turn out to have a
wider significance. For example, if it seems that the results of the
simulation are very sensitive to the particular value of a
parameter, this may just be an issue in building the model, but it
may also suggest some substantive conclusions about the role of
this parameter in the real world.



There are some additional points that need consideration in larger
projects, where there are several researchers working in a team.

Find people with appropriate skills. If you are a lone researcher,
you will know the extent to which you are already skilled in
programming models. If the project is a larger one in which there
is some division of labor, you will probably need to recruit people
with expertise in modeling. Because agent-based simulation is
still a new approach, it is difficult to find researchers with
significant experience, and you may need to be content with
hiring people with other skills and training them in agent-based
modeling. Particularly useful skills are a familiarity with
programming in Java. Even if you are not intending to use one of
the Java-based libraries (see Section 4.1) the grounding in
programming that a Java course gives is very useful. Also useful
is some experience in researching in the domain to be modeled;
and the ability to write clearly, which is vital for preparing reports
and papers.

Attend to intra-project communication. If more than one person is
working on a project, attention needs to be paid to making sure
that everyone understands each other and is aware of what the
others are doing. Although this is true in all team tasks, in
modeling projects it is usual to have some people who are
domain experts but know little about modeling, and others who
are modeling experts but know relatively little about the domain.
Both sides may feel inhibited about asking questions and
exposing their ignorance to the others. In larger projects, it may
be worth scheduling specific training sessions, where those with
greater knowledge of particular aspects of the project teach the
others in order to bring everyone up to a common level of
knowledge and skill.

Pay attention to scheduling. Most modeling projects involve some
data collection and some model development. This can be tricky
to schedule if the specification of the model awaits the collection



and analysis of empirical data, but the collection of data rests on
the prior definition of precisely what is to be measured. Unless
care is taken, one can get into a situation in which neither
modelers nor data collectors can make a move.

Plan for and write good documentation. Documentation that
describes the model, the assumptions the model makes, how to
run it, and the interpretation and limitations of the outputs is
essential for any project, but especially for large ones. This
documentation should serve both as a means of communication
between all those involved in the model (commissioning,
specifying, building, and using it) and also as a historical record
so that at a later date the model can be reused and maintained,
and the results justified. Writing comprehensive documentation at
the right level of detail takes practice. See Etter (2016) for a short
guide.

When writing documentation, it is often helpful to use a standardized
template. A popular one is Overview, Design concepts, and Details, or
ODD (Grimm et al., 2006; Grimm, Polhill, & Touza, 2017). ODD is
“intended to facilitate readability through stipulating a structure for the
description with a logical ordering” (Polhill, Parker, Brown, & Grimm,
2008, n.p.). In an ODD description all modeling entities and
processes, as well as the purpose of the study, are introduced in the
Overview section. In the Design concepts section, the model is
discussed according to a list of concepts (e.g., emergence,
adaptation) that are derived from the complex adaptive systems
literature (Railsback, 2001). Finally, the implementation of the model,
including the experiment settings and inputs, are specified in the
Details section. Hence, ODD covers not only the description of the
model but also its purpose and the initialization and inputs of
simulation experiments. ODD + D, an adaptation and extension to the
original ODD protocol, adds features to aid describing the agents’
decision making, as well as encouraging documentation of the
underlying theoretical foundations of the model, which are both areas
where ODD, which originated in ecology, had been found to be lacking



when used for socioeconomic models (Müller et al., 2013).



5.2 Reporting Agent-Based Model Research
The best way of learning how to report the results of agent-based
modeling is to study how others have done it. Take a sample of
papers that you have found to be helpful or interesting and look
closely at how the authors constructed them and what makes them
persuasive. Although agent-based modeling is too young an area to
have a very well-developed set of conventions about how papers
should be written, there are some common elements (Axelrod,
1997a). A helpful discussion can be found in Richiardi, Leombruni,
Saam, and Sonnessa (2006).

The main sections of an agent-based modeling report or journal article
are usually as follows:

1. An abstract. This should indicate (in roughly this order)
a. the main research question considered in the paper;
b. the findings and conclusions of the paper; and
c. the methods used (e.g., agent-based modeling; survey

analysis) and, for empirical data, the sample from which data
were collected.

2. An introduction that sets out the background to the issue
addressed in the paper and explains why it is of interest.

3. A literature review that discusses previous work and shows why
the research reported in this paper is a worthwhile addition or
improvement to the prior work. Literature on both the research
problem or domain and on related models, even if these have not
previously been applied to the domain, should be reviewed. This
section should make clear in which respects the reported
research is an advance and how it is using previous work.

4. A statement of the regularities that you want to explain (this will
usually be a summary of the material in the introduction and
review). These may be stated as a set of formal hypotheses that
you aim to (dis)prove, or they may be presented less formally.

5. A description of the model. The description needs to be



sufficiently detailed that a reader could, in principle, reimplement
your model and obtain the same results, but it should not include
the program code, although this should be available for download
(some readers will not know or understand the programming
language you have used). Instead, use diagrams (e.g., UML) or
pseudo-code to describe your model (see Section 4.3). Pay
particular attention to the sequence in which events occur in the
model: This is the most frequent source of problems in
reimplementing a model accurately. Do not be afraid of including
equations relating variables if these will help to specify your
model precisely.

6. A description of the parameters. The values you have chosen for
each of the parameters need to be explained and justified. Some
may be based on observations of the social world (e.g., the
employment rate in a model of the labor market); some may be
plausible guesses after you have investigated the effect of varying
their values using a sensitivity analysis; and some may have been
inferred backwards, because it is only these values that give the
patterns of output that you want to demonstrate with the
simulation. All this needs to be explained.

7. A description of the results. This will almost certainly involve
presenting and commenting on graphs that show how variables
that you have observed from the simulation runs are related. Be
careful to be clear about the conditions under which these
simulations were carried out. For example, do the plots show
averages of several runs, and if so, how many runs and how
much variation was there between runs? (You might consider
using error bars to show the degree of variation.) If you are
showing the trend in a variable over time from step zero onward,
make sure that you have plotted a run long enough that it is clear
that the trend has become established and is unlikely to change
drastically just off the graph (Galan & Izquierdo, 2005). If you are
relating the values of variables as they are at a particular time
step, make sure that you state the time step at which the
measurements were made.

8. A discussion of what steps you took to verify (see Section 4.4)
and validate (see Section 4.5) the model, and what confidence



the reader should therefore place in your results.
9. A conclusion. This should take the hypotheses listed in Section 4

and clearly state whether the model suggests that they are true,
false, or not proven. This section can then develop the ideas from
the introduction, proposing a general conclusion and perhaps
speculating about the implications. For example, if the paper is
about the labor market, what policies might or might not be
successful in reducing rates of unemployment?

10. Acknowledgments. Brief thanks to sponsors, funders, and those
who have helped you to do the research.

11. A list of references including only those works cited in the paper
and no others. As always, you need to be sure to provide full
bibliographic details in the format required by the journal in which
you hope to publish.

12. Optionally, an appendix in which large tables and possibly the
pseudo-code version of your model is placed.

13. A link to a location on the Web from where your model code can
be downloaded (Janssen, 2017).

Almost as important as describing your model for publication is
making the program code available for others to read, inspect, and
use. Unless the code is accessible, others are unlikely to be able to
repeat your simulations, try other parameter settings, or replicate your
results. Many journals either insist or recommend that model code be
made publicly accessible. Although one can merely link the code to a
personal Web page, this is not a good idea because the code needs
to be available permanently, and personal Web pages and even
institutional Web sites get replaced or deleted over time. The best
place to lodge code is at a specialized archiving site, such as
OpenABM (https://www.comses.net/), which caters specifically for
agent-based models.

When archiving code, one needs to provide not just the program code
itself, but also a copy of the documentation and the meta-data—that
is, information about the version of the model; the date it was
archived; the operating system and modeling environment that it uses;
any libraries or files that are required; instructions about how to install,

https://www.comses.net/


start, and run the model; and so on. OpenABM has a user interface
that makes it easy to provide all these data in the required format.
Uploaded models are reviewed to ensure that they conform to the
site’s standards for model code and documentation.



5.3 Agent-Based Models for Public Policy
One of the main purposes for developing agent-based models is to
assist in the formulation of public policy. If you look back at the
examples of agent-based models in Section 1.2, many of those
mentioned relate to government or commercial policy, such as
reducing residential segregation, enhancing commercial innovation,
designing the rules for electricity markets, and managing agricultural
irrigation. There are several key considerations when one is
developing an agent-based model for use in policymaking, or indeed
for any use other than pure research (Gilbert, Ahrweiler, Barbrook-
Johnson, Narasimhan, & Wilkinson, 2018):

Models need to be at an appropriate level of abstraction. Although
this is a consideration for all modeling, it is especially true for
policy models, where there may be pressure from stakeholders to
model every detail, entailing the need for much more data than
are readily available, and making the modeling take longer
making it more difficult than is really necessary. On the other
hand, a model that is too abstract (see Section 4.5.5) risks not
yielding results that are applicable to the specifics of the target
domain.

The availability of data for calibration and validation. Often time
data series (longitudinal data) are not available at all or are
inadequate. This should not be an excuse to give up modeling
however; the effort of designing and building a model is itself
valuable in identifying the important issues in the policy domain,
may facilitate more-effective communication between
stakeholders, and may reveal that other sources of data than
those first considered could be used. In the absence of data,
sensitivity analyses may be a partial substitute (see Section
4.6.6).



Quality assurance and maintenance. Stakeholders are likely to
want assurance that the model abides by quality standards,
possibly by using an external reviewer to check the model, its
documentation, and its validation (HM Treasury, 2015). Also, if
the model will continue to have a role in the policymaking process
(e.g., a model developed to assist in the appraisal of policy
options that may be of value when conducting an evaluation of
the policy), there need to be arrangements for maintaining the
model so that it continues to work, possibly over a period of
years, as personnel, programming languages, hardware, and
organizational structures evolve.

Ethics. Because policy models are part of a process of
policymaking that can potentially directly affect people’s lives, it is
important consider the ethical implications of the modeling. Often,
the data used for calibration are personal data and must be
processed in accordance with data protection laws and within the
terms of the data subject’s informed consent. One must also
consider whether the data are representative rather than biased
(e.g., obtained only from segments of the population such as
white males). Turning to the outputs of the model, these must be
communicated ethically, with due attention paid to the degree of
certainty or uncertainty in the results, and to presenting the
findings clearly so that the assumptions and logic of the model
can be understood by those using it.



RESOURCES



Societies and Associations
There are three regional societies that promote social simulation and
agent-based modeling, each with an annual conference. Every other
year, they organize a World Congress together.

Computational Social Science Society of the Americas (CSSSA).
Web site: https://computationalsocialscience.org/

Pacific Asian Association for Agent-Based Approach in Social
Systems Sciences (PAAA). Web site: http://www.paaa.asia/

European Social Simulation Association (ESSA). Web site:
http://essa.eu.org/

You can join these associations for a modest annual membership fee,
and they provide a very useful entry to the agent-based modeling
research community.

https://computationalsocialscience.org/
http://www.paaa.asia/
http://essa.eu.org/


Journals
Research using agent-based modeling appears both in discipline-
specific journals and in interdisciplinary journals focusing on social
simulation. The two most prominent interdisciplinary journals are the
following:

Journal of Artificial Societies and Social Simulation (JASSS). This
is an online electronic journal, available only on the Web. It is free
with no subscription. On the front page, at
http://jasss.soc.surrey.ac.uk/, you can sign up to receive an e-mail
when each issue is published (four issues per year).

Computational and Mathematical Organization Theory (CMOT).
This is a hard-copy journal, with an online, charged-for version at
https://www.springer.com/business+%26+management/journal/10588

Other journals with more than occasional agent-based modeling
papers include the following:

Artificial Life

Complexity

Computational Economics

Ecology and Society

Emergence: Complexity and Organization

Environment and Planning B

Environmental Modeling and Software

http://jasss.soc.surrey.ac.uk/
https://www.springer.com/business+%26+management/journal/10588


Journal of Economic Dynamics and Control

Physica A: Statistical and Theoretical Physics

Simulation and Gaming

Simulation Modeling Practice and Theory

Social Networks

Social Science Computer Review



Mailing List and Web Sites
The SIMSOC e-mail distribution list sends out notices of forthcoming
conferences, workshops, and jobs of interest to agent-based
modelers. You can subscribe to the list or view the list archives at
http://www.jiscmail.ac.uk/lists/simsoc.html.

There is an excellent Web site maintained by Leigh Tesfatsion called
Agent-Based Computational Economics, which has many well-
categorized links to a wide range of literature, at
http://www.econ.iastate.edu/tesfatsi/ace.htm.

This book’s Web site is at
https://study.sagepub.com/researchmethods/qass/gilbert-agent-
based-models-2e. There you will find the code for the collectivities
model and other resources.

http://www.jiscmail.ac.uk/lists/simsoc.html
http://www.econ.iastate.edu/tesfatsi/ace.htm
https://study.sagepub.com/researchmethods/qass/gilbert-agent-based-models-2e


GLOSSARY
agent

A computer program, or part of a program, that can be considered
to act autonomously and that represents an individual,
organization, nation-state, or other social actor.

analogical model
A model that is based on an analogy between the target being
modeled and the form of the model.

attribute
A characteristic or feature of an agent. It may be set at the
beginning of a simulation, and may alter in value during the run to
indicate changes in the agent.

boundedly rational
There are many situations where making a perfectly rational
decision would involve infinite computation or require infinite
amounts of information. It is therefore assumed that people are
boundedly rational—that is, that they are limited in the amount of
cognitive processing in which they can engage when making
decisions.

buffer
An area of computer memory used to store values temporarily,
often on a first-in, first-out basis.

chromosome
In a genetic algorithm, a chromosome is a set of parameters that
defines a proposed solution. The chromosome is often composed
of a sequence of binary digits, or of floating point or integer
values.

class
In object-oriented programming, a class is a specification of a



type of object, showing what attributes and methods instances of
that class would have.

classifier system
(Short for learning classifier system.) First described by Holland
(1975), a classifier system consists of a collection of binary rules.
A genetic algorithm modifies and selects the best rules. The
fitness of a rule is decided by a reinforcement learning technique.

companion modeling
A form of modeling in which models are developed in close
association with the people who might be represented in the
model and who might benefit from the knowledge and
understanding that the model yields.

control
In the social and medical sciences, an experiment is typically
carried out on two similar groups, one of which receives the
treatment while the other, the control group, does not. The
outcomes in the two groups are then compared.

crossover
In evolutionary computation, a method of creating a new
chromosome from corresponding parts of its parents’
chromosomes. Crossover is often used in genetic algorithms.

environment
The simulated surroundings in which an agent is located, possibly
including simulated physical elements and other agents.

equation-based model
A model consisting of one or more equations that relate variables
describing a system (Van Dyke Parunak, Savit, & Riolo, 1998).

equifinality
The idea that similar outcomes may be obtained from different
initial conditions and in many different ways.



fitness
In evolutionary computation, a measure of the adequacy of an
individual within an environment. The fitness is used to determine
the likelihood that the individual will reproduce and pass parts of
its chromosome to the next generation.

framework
A program or library intended to make it easier to develop agent-
based models. The framework provides some standardized
components and possibly a basic design for the model.

genetic algorithm (GA)
A method of simulating evolution. A population of individuals each
with a fixed-length chromosome is evolved by employing
crossover and mutation operators and a fitness function that
determines how likely individuals are to reproduce. GAs perform a
type of search in a fitness landscape, aiming to find an individual
that has optimum fitness.

geographical information system (GIS)
A type of database in which a common spatial coordinate system
is the primary means of reference. GISs provide facilities for data
input, storage, retrieval, and representation; data management,
transformation, and analysis; and data reporting and visualization.

global variable
A variable whose value may be accessed and set throughout a
program, rather than only within some restricted context.

ideal type
An ideal-type model is one that is formed by the one-sided
accentuation of one or more characteristics to create a unified
analytical construct that abstracts from the variety actually found
in concrete social phenomena.

instantiate
The process of forming an object (in an object-oriented computer
language) by following the specifications represented by a class.



The object is an instance of the class.

message
A symbolic communication between two agents, often
represented as a string of characters.

method
In object-oriented programming, a piece of program code
associated with a class that performs some function, often in
response to a message received by an instance of the class.

micro foundation
Assumptions and theories about individual behavior that inform
the design of agents. The actions of the agents are expected to
lead to the emergence of features that correspond to real-world
macro phenomena.

model
A simplified representation of some social phenomenon.
Executing or running the model yields a simulation whose
behavior is intended to mirror some social process or processes.

modeling environment
A computer program that allows the user to create, execute, and
visualize the outputs of a simulation.

patch
In NetLogo, a cell of the grid that constitutes the environment for
a model’s agents (called turtles in NetLogo).

phase change
An abrupt change in the state of a system as a whole,
consequent on a small change in one variable. By analogy to
phase transitions in materials, for example, the change from a
solid to a liquid when the material’s temperature is raised through
its melting point.

policy



In reinforcement learning a policy maps states of the world to the
actions the agent ought to take in those states.

power law
A relationship between two variables such that one is proportional
to a power of the other. If one takes logarithms of each variable,
the relationship between the logged variables is linear and can be
represented as a straight line on a plot of the two logged
variables. Many relationships between variables describing
complex systems follow a power law.

production (rule) system
A problem-solving system consisting of a knowledge base of rules
and general facts, a working memory of facts concerning the
current case, and an inference engine for manipulating both. The
rules are generally of the form, “If [condition], then [action].”

reinforcement learning (RL)
A type of machine learning concerned with how an agent ought to
take actions in an environment to maximize some long-term
reward.

research question
A question whose answer can be found by carrying out research.
It needs to be sufficiently specific that the research has a
reasonable likelihood of obtaining a result, but not so specific that
the results will be of limited use or generality.

retrodict
To make predictions about the past. Normal predictions estimate
what will happen in the future from the basis of some theory and
assumptions; retrodictions use theory and assumptions to
estimate a past state. Because the past state can be known
empirically through measurements, retrodiction can be used as a
method of assessing the validity of the theory and assumptions.

scale model
A model in which the simplifications of reality come mainly from



making the model smaller than the target being modeled.

sensitivity analysis
A systematic analysis of changes in simulation results as the
model’s parameters are changed. Sensitivity analysis is used to
assess the extent to which the outcomes are dependent on the
precise parameter values that have been assumed.

simulate
To run a model and observe its behavior through time.

spatially explicit
A spatially explicit model is one in which geography is
represented within the model, for example by locating all
simulated objects on a grid or other spatial representation.
Spatially explicit simulations often use a geographical information
system to manage the location of objects.

stylized fact
A simplified presentation of an empirical finding that, although
broadly true, may ignore particular exceptions. Usually, stylized
facts describe whole societies or economies rather than the
characteristics of individuals.

target
The social phenomenon or process that is represented by a
model.

toroid
A donut-shaped object that can be constructed by rotating a circle
around an axis external to the circle. Topologically, a toroid is
formed by connecting the left and right edges, and then the top
and bottom edges, of a rectangle.

treatment
In an experiment, the application of some process selectively to
the treatment group, while leaving the control group unaffected.
Changes to the treatment group that are not found in the control



group are considered to be due to the treatment.

validation
The process of checking that a model is a good representation of
the target.

verification
The process of checking that a model conforms to its specification
—that is, that it does not include errors, also called bugs.
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